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Abstract 

Rapid growth of digitalization has urged Data Centres (DC) to be more energy 

efficient by recovering waste heat from server racks that would otherwise be 

wasted. This techno-economic study is focused on upgrading low temperature 

waste heat from typical Air-Cooled DC for District Heating Network (DHN) 

market in Stockholm region. The methodology is carried out by four system 

configurations that are experimented with different historical electricity data, 

impacts of climate change with simulated weather data, and variations in DHN 

temperature as the heat supply scenario development. The results show that 

DC configuration with combination of both free-cooling and waste heat re-

covery can foster techno-economic benefits by reducing cooling consumption 

by 55.6%, compared to DC configuration with free-cooling only; and further 

lowering Power Usage Effectiveness (PUE) from 1.95 to 1.52. Lifecycle Op-

erational Expenditure (LCO) has also been used as the economic indicator to 

represent the maximum initial investment that data centre should accept when 

deciding to recover the waste heat to the DHN. Moreover, the new technical 

Key Performance Indicators (KPIs) were introduced to support the decision-

making in the supply of recovered waste heat to DHN. The electricity price 

was further identified to have greater impact than the effect of climate change 

for the overall techno-economic performance. On one specific hand, heat sup-

ply with Price-Limit scenario concluded that 40.18% of available waste heat 

from DC is not profitable should it be injected to DHN in the case of low 

electricity price. In the case when the electricity price is high, the amount of 

waste heat not injected to DHN increases to 58.57%.  
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Abbreviations 

AC Air Conditioner 

ASHRAE American Society of Heating, Refrigerating, and Air-Condi-
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Nomenclatures 

𝐶𝑂𝑃𝐻𝑃,𝐶𝑎𝑟𝑛𝑜𝑡 Coefficient of Performance of Carnot Heat Pump 

i yearly timeframe 

𝐶𝑐 Cold side’s fluid capacity rate 

𝐶ℎ Hot side’s fluid capacity rate 

𝐶𝑚𝑎𝑥 Maximum capacity rate 

𝐶𝑚𝑖𝑛 Minimum capacity rate 

𝐶𝑝𝑐 Cold side’s fluid specific heat 

𝐶𝑝ℎ Hot side’s fluid specific heat 

𝐸̇𝐷𝐶,𝑡𝑜𝑡 Power Consumption in DC energy system (Total) 

𝐸̇𝑎𝑢𝑥. Power Consumption of Auxiliary devices in DC energy system 

𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚Power Consumption for Cooling Down the Server Racks 

𝐸̇𝐼𝑇 Power Consumption of operating IT Equipment 

𝐻𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑖𝑠 Enthalpy of Isentropic Discharge 

𝐻𝐸𝑣𝑎𝑝_𝑜𝑢𝑡 Enthalpy of Evaporation Outlet 

𝐻𝑆𝑢𝑐𝑡𝑖𝑜𝑛 Enthalpy of Heat Pump Suction 

𝐻𝑆 Enthalpy of Heat Sink 

𝑚̇𝑐 Cold side’s fluid mass flow rate 

𝑚̇ℎ Hot side’s fluid mass flow rate 

𝑚̇𝑐ℎ𝑖𝑙𝑙𝑒𝑟 Mass Flow Rate of Chiller 

𝑃𝐸𝑣𝑎𝑝_𝑐ℎ𝑖𝑙𝑙𝑒𝑟 Evaporation Pressure of Chiller 

𝑃𝑐𝑜𝑛𝑑. Condensation Pressure 

𝑃𝐷𝐶_𝑐𝑜𝑜𝑙𝑖𝑛𝑔 DC Cooling Power 

𝑃𝐻𝑃,𝑐𝑜𝑚𝑝. Power consumption to drive heat pump compressor 

𝑄̇𝐷𝐻 Heat Output from Heat Pump (Heat Sink) injected to DHN 

𝑄̇𝐷𝐶_𝑐𝑜𝑜𝑙𝑖𝑛𝑔 Thermal cooling energy of DC server racks 

𝑄𝐿 Heat Input to Heat Pump (Heat Source) 

𝑄̇𝑇 Total heat transfer rate across heat exchanger 

𝑄̇𝑚𝑎𝑥 Maximum heat transfer rate across heat exchanger 

r Discount rate 

𝑆𝑆𝑢𝑐𝑡𝑖𝑜𝑛 Entropy of Heat Pump Suction 

t Hourly profile 

𝑇𝑐𝑖 Cold side’s inlet temperature 

𝑇𝑐𝑜 Cold side’s outlet temperature 

𝑇ℎ𝑖 Hot side’s inlet temperature 

𝑇ℎ𝑜 Hot side’s outlet temperature 

𝑇𝐷𝐶,𝑆𝑒𝑟𝑣𝑒𝑟(𝑖𝑛) Inlet temperature of hot-side heat exchanger that is the outlet 

temperature generated from server racks exhaust 

𝑇𝐷𝐶,𝑆𝑒𝑟𝑣𝑒𝑟(𝑜𝑢𝑡) Outlet temperature of hot-side heat exchanger that is originally 

the server racks outlet temperature as the heat transfer medium 
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𝑇𝐻𝑆𝑜,𝐸𝑣𝑎𝑝(𝑖𝑛) Outlet temperature of cold-side heat exchanger that is the heat 

source inlet temperature of heat pump  

𝑇𝐻𝑆𝑜,𝐸𝑣𝑎𝑝(𝑜𝑢𝑡) Inlet temperature of cold-side heat exchanger that is the heat 

source outlet temperature of heat pump 

UA Overall heat transfer coefficient of heat exchanger 

𝑊𝑖𝑛 Compression work (Net inlet work to Heat Pump) 

ɛ Effectiveness of Heat Exchanger 

𝜂𝑐𝑜𝑚𝑝 Isentropic efficiency of compressor 

𝜂𝑠𝑢𝑝𝑝,𝐷𝐻. Efficiency of supplying heat to District Heating 
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Units 

˚C Degree Celsius 

GJ Giga Joule 

GW Gigawatt 

GWh Gigawatt hours 
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K Kelvin 
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kJ Kilo Joule 

kW Kilowatt 

kWh Kilowatt Hours 
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MJ Mega Joule 
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MWh Megawatt Hours 
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1. Introduction 

Human activities have caused global warming which is likely to reach 1.5ºC 

between 2030 and 2052, if it continues to increase at the current rate [1]. Heat-

ing and cooling which currently represent around 50% of the EU’s final en-

ergy consumption are among substantial sectors to conduct energy efficiency 

effort where global warming has been worsened by continuous emissions [2]. 

In 2021, production through district heat has increased by around 3% com-

pared to 2020 and has met nearly 8% of final heating demand globally in 

buildings and industry [3]. Capturing waste heat in urban areas is one of ef-

fective methods to improve energy efficiency and reduce greenhouse gas 

emissions in cities. Market availabilities and technical supports on policies 

framework for such excess heat utilization are mostly dominant in Northern 

European hemisphere. There are already existing collaborations between heat 

provider companies and industrial partners that provide excess heat in Sweden 

[4]. Stockholm Exergi’s Open District Heating (ODH) enables large waste 

heat prosumers to sell excess heat from their facilities into the ODH network 

[5]. Data Centres (DCs) have already been identified as potentially the greatest 

carbon-free heat sources for the Stockholm region’s district heating network, 

accounting for 45.4% of total potential share of heat sources [6]. As of 2022, 

there are 92 data centres in Sweden according to the data from CloudScene 

[7]. Global data centre electricity usage in 2021 stood at 220-320 TWh, or 

approximately 0.9-1.3% of global final electricity demand, but this excludes 

energy used for cryptocurrency mining, which was 100-140 TWh in 2021 [8]. 

Such rapid growth of digitization has urged data centres facilities to become 

more agile and efficient, in terms of becoming not only consumers but also 

producers. Data Centre as energy prosumers considers part of their energy 

needs from their owned data processing facilities while using available distri-

bution network to inject excess production from their existing facilities in the 

form of waste heat. 

1.1 Knowledge Gap and Objectives 

Predominantly, research studies on data centres waste heat recovery have pro-

vided thorough understanding and acquired critical importance to harness the 

potential use of such excess heat from data centres. Ebrahimi K. et al. [13] 

conducted a literature survey regarding some technologies of waste heat re-

covery (WHR) from DCs excess heat and concluded that absorption cooling 

and Organic Rankine Cycle (ORC) were identified to be among the most 

promising technologies for DCs waste heat reuse. However, their application 

depends solely on the quality of the recovered heat according to thermody-

namic conditions and it still lacks clear determinations of associated 
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parameters to correlate the waste heat upgrade with specific economic and 

market phenomena.  

 

In such regard, some studies have proven viabilities of instead utilizing DC’s 

waste heat for district heating (DH) application. It obtained real-life applica-

tions within different regions and associated impacts as well. For instance, M. 

Wahlroos et al. [23] analysed the overall system efficiency of DC’s waste heat 

utilization in Finland from the perspectives of both DC owners and DHN op-

erators as one system. By having high shares of waste heat in DHN system 

(i.e., 20-60 MW), the system operational cost saving could be reached up to 

7.3% in their case study. J. Yu et al. [25] simulated a novel heat recovery from 

DC in Harbin, China, to shift between space cooling and heating for secondary 

buildings such as apartment, offices, and fitness centres. The result indicated 

that the proposed system had better operational costs, being 458.3 thousand 

yuan lower than the one with air source heat pump system only. G.F. Davies 

et al. [35] investigated DCs waste heat reuse in London and they found that a 

WHR system in 3.5 MW data centre could lead to savings of over 4000 tons 

of CO2 eq., and nearly £1 million per year by using heat pump for DH appli-

cation.  

 

To analyse the impact of DC’s waste heat utilization, technical metrics must 

be incorporated for measuring the energy performance in DC itself. Generic 

DC energy efficiency metric such as Power Usage Effectiveness (PUE) is 

widely used and can be defined as total annual energy divided by total annual 

energy used for the IT power [39]. However, PUE associated variables are 

difficult to measure when facilities or primary equipment are shared [40]. PUE 

shouldn’t be used alone as the only technical metric since the value of the 

reused energy with waste heat utilization is not considered. Another proposed 

metric for a typical DC to include waste heat recovery is the energy reuse 

effectiveness (ERE) as proposed by Zimmermann et al. [41]. However, the 

disadvantage of this ERE is that no difference is accommodated between en-

ergy forms in terms of their quality. While the energy input of the DC is elec-

tric energy, reuse energy extracted from the system is thermal energy, creating 

different exergy levels. On one specific hand, E. Oró et al. [24] studied ener-

getic and economic feasibility of different WHR solutions in Air-Cooled DC 

and came up with conclusion that energy reuse factor (ERF), which can be 

defined as reused energy divided by total power consumed by DC, resulted 

the best metric to quantify WHR integration. The study concluded positive 

outcome from technical standpoint but negative output in economic. For in-

stance, the metric indicated that the primary energy reused can be above 50%, 

but the economic result performed for a specific 1000 kW data centre located 

in Barcelona (Spain) demonstrated the non-viability of heat recovery integra-

tion in most of the conventional air-cooled data centres. This thesis project 

hereby intends to utilize multiple Key Performance Indicators (KPIs) to 
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correlate both technical and economic performance metrics for supporting the 

decision making whether waste heat recovery system from DC is techno-eco-

nomically feasible or not, being applied specifically to Stockholm region, in 

Sweden.  

 

All related research studies to the author’s best knowledge have in common 

that they were conducted with assumption of fixed price of electricity price, 

which could be one of the most important parameters for DC’s performance 

in supplying their waste heat to DHN. The fact electricity varies from year to 

year makes it important to be part of the analysis, to see how it affects the 

operational costs measured by the profitability of operating heat pump. Fur-

thermore, the effect of climate change that contributes to changing outdoor 

temperature is also deemed non-trivial, due to the fact different outdoor tem-

perature distributed throughout the year will also affect DHN conditions, both 

in price and network temperatures. It will also lead into heat supply profita-

bility in terms of how much recovered heat can be sold to the DHN, noting the 

variety of outdoor temperature. This thesis project is intended to help compli-

ment all mentioned studies by also utilizing newly proposed KPIs that can be 

applied for real-life market situation.  The multiple results of different system 

configurations defined in the methodology part are then compared to obtain 

conclusions which shall be able to answer research questions and help support 

in making decisions, for DC owners to consider their roles in DHN market. 

 

The overall aim of this thesis is to provide techno-economic analysis for DC’s 

owners to consider recovering their waste heat to DHN. The primary objective 

is to identify both technically and economically viable heat recovery available 

from data centres in the ODH Market in the Stockholm region. Profitability of 

data centre waste heat is investigated with applicable heat pricing structures 

as utilizing waste heat for ODH Network will require additional electricity to 

drive a heat pump. Different system configurations are proposed, capable of 

using computational demands and air temperature as an analytical input, with 

electricity demand and waste heat as the output. The techno-economic analy-

sis is performed with hourly prices from the NordPool Spot Electricity and 

ODH markets, to derive a management strategy that maximizes economic 

benefits, resulting in a final heating supply profile from data centre.  

 

The subgoal of the thesis is to obtain in-depth insights of implementing the 

overall objective. Specifically focused on Air-Cooled DC’s cooling technol-

ogy, different system configurations are built to generate DC’s recoverable 

heat which is upgraded by the heat pump. The complex relationship between 

electricity prices and feed-in heat prices is included, making it non-trivial to 

assess the economically recoverable heat. It intends to give clear understand-

ing to DC owners pertaining to some benefits that can be offered upon upgrad-

ing waste heat from DC for DHN. Different system configurations correlated 
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with applicable market phenomena will enrich the perspectives of the techno-

economic assessment, contributing to higher efficiency in urban heating sys-

tems. The main outcome is also expected to measure potential benefits of up-

grading the original low-quality of heat of data centres.  

 

1.2 Research Questions 

Some research questions are included hereby as part of work scope and de-

fined boundaries, on which the thesis is geared towards certain directions. 

 

1. In which system configuration will the DC energy system produce the 

most favourable performance? 

2. What techno-economic benefits will the configuration(s) have when 

compared to stand-alone DC without WHR? 

3. How do outdoor temperature and electricity price influence the per-

formance of each system configuration?  

 

The satisfaction of research questions from the model will be demonstrated in 

the conclusion part of the thesis, which also includes techno-economic assess-

ment that suits the ODH network conditions. Whether the upgraded heat from 

DCs waste heat can satisfy the full demand of open district heating network is 

not the scope of the project, as the thesis aims are originated from the perspec-

tive of DCs owners who are considering new investment in WHR, and that 

can take active contributions in increasing the efficiency of district heating 

systems.  
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2. Background 
 

Excess heat from DCs is determined mainly from the cooling processes for 

Information Technology (IT) equipment in server halls. Heat is produced in 

several server components, especially processors, memory chips, and disk 

drives [9]. By supplying excess heat from data centre to District Heating Net-

work (DHN), DC owners can reduce their direct operational costs by re-con-

verting the waste heat produced from their cooling system, while the DHN 

Operator obtains heat to increase the heat capacity in the network, avoiding 

such needs to invest in centralized-baseload heat production capacity.   

2.1 Overview of Data Centres Energy Systems 

Data Centre is an energy intensive facility which large power at typically con-

stant rate. This large power consumption is mainly due to IT equipment which 

includes Central Processing Unit (CPU), cooling loads, lighting, building 

switchgear and protection device, power conditioning as well as network 

equipment. The IT equipment and cooling load demand are two largest con-

tributors to a typical data centre facility as depicted in the figure 1. 

 

 
Figure 1. Power Consumption Distribution in Data Centre [adapted from 10] 

 

During normal operation, IT equipment such as server racks must be cooled, 

whilst the requirement for cooling system must adhere specific temperatures 

and air quality standard. ASHRAE Thermal Guidelines represent the temper-

ature and humidity requirement, should the IT equipment meet the stable and 

reliable operations in data processing facilities. For all suitable classes, the 

recommended dry bulb temperature for cooling supply is within 18–27ºC 

while the humidity range is desired to be between 50–70% which is spanned 

from minimum -9ºC to maximum 15ºC from the Dew Point [11].  
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Because of large variances in DCs heat dissipation rates, various cooling tech-

niques have been developed to satisfy such different cooling needs. For in-

stance, the conventional DCs has heat dissipation rates in the range of 430–

861 W/m². With more compact high power modules development in the newer 

DCs generations, the heat dissipation rates have increased at least 10 times to 

6,458–10,764 W/m², which describes the power consumption of IT equipment 

(W) divided by the area occupied by all IT rack enclosures (m²) [12]. 

2.2 Data Centre Cooling System 

There are three cooling technologies being used in the data centres nowadays. 

Those are air-cooled, water-cooled, and two-phase cooled cooling systems 

[13]. Most of the existing data centres adopt air-cooled technology which pro-

duce low-grade waste heat from the cooling system [15]. The different cooling 

approaches are varied in accordance to working fluid used, heat dissipation 

rate from specific types, sizes of server racks, and associated temperatures in 

the overall cooling process or systems. In this thesis work, the focus will be 

dedicated for waste heat upgrade from air-cooled system. 

 

In typical DCs legacy, server racks are comparted into cold and hot aisle. Typ-

ical configurations of air-cooled system in respect to their cooling provider is 

divided into four types, namely Computer Room Air Conditioner (CRAC) and 

Computer Room Air Handler Units (CRAH), in-row cooling, and rear-door 

cooling [15]. What distinguishes one configuration to another is practically 

related to the size of DCs applied. CRAC is normally used in small DCs (<100 

kW) while CRAH is compatible with medium-big size DCs (>100 kW). In-

row cooling and rear-door cooling system can be utilized for medium to high 

application (> 10 kW per rack) and high application (> 35 kW). From the per-

spective of cold air utilized, there’s a difference between CRAC and CRAH 

as well [24]. CRAH uses cold air that’s cooled through water which is cooled 

outside the data centre using a cooling chiller. On the other hand, CRAC uti-

lizes cold air that’s cooled directly by a coolant which is then cooled in the 

outside condenser. The difference between CRAH and CRAC schematics can 

be seen in the following figure 2 and 3. 
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Figure 2. CRAH Schematic Diagram in Data Centre Air-Cooled System [adapted 

from 24] 
 

 
Figure 3. CRAC Schematic Diagram in Data Centre Air-Cooled System [adapted 

from 24] 

 

Cold aisle provides cool intake air to each server racks, which can go either 

through floor pendulums or ceiling diffuser. On opposite sides, hot aisle dis-

sipates heat from such server cabinets and return it back to the intake of cool-

ing system. Heat dissipation of hot air returning from the server racks is re-

jected to outdoor atmosphere by utilizing a chiller and cooling tower loop.  

 

There is also a cooling technology that takes advantage of available free air 

from outdoor, so-called free cooling system. Free cooling technology can be 

implemented in the air-cooled system by using a mixture of outdoor air and a 

recirculation system through automatic air mixing system [31]. The system 

uses different economizer configurations to meet the cooling criteria of DCs. 

There are two types of free air-cooling systems in typical DCs, namely Direct 

Air-Side Economizer (DASE) and Indirect Air-Side Economizer (IASEs) 

[32]. 
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DASE is categorized as direct evaporative cooling system since the ambient 

air traverses the media, reducing dry bulb temperature, while being delivered 

to the space. On the other hand, IASEs is technically an Air-To-Air Heat Ex-

changers systems due to the fact ambient air is utilized to indirectly cool the 

recirculating airstream without delivering ambient air to the space. Free cool-

ing system pertains to taking advantages of low outdoor temperature to be 

utilized for DCs cooling demand.  

2.3 Waste Heat Recovery from Data Centres 

Low waste heat temperature from DC can be boosted using heat pumps [35]. 

Depending on the working conditions of DC server racks, the return air tem-

perature can reach as high as 47 ⁰C [24]. This low-grade quality of waste heat 

requires heat pump to meet 68 ºC of DHN temperature minimum requirement 

in Stockholm’s ODH market [5]. Waste heat upgrade for DHN purpose re-

quires waste heat recovery technique that enables efficient heat exchange from 

the main source of DC waste to the desired temperature. It’s also important to 

choose the specific locations of boosting temperatures from data centres waste 

heat. For the air-cooled system, one of the optimum locations to capture heat 

in air-cooled DCs facilities for maximum energy capture is at the rack exhaust 

prior to room air mixing [15]. WHR in the exhaust occurs in the common duct 

before the air handling units [47]. Figure 4 demonstrates the schematic dia-

gram of the location of waste heat recovery technique used from typical Air-

Cooled DC system. 

 

 
Figure 4. Schematic of waste heat recovery technique at the airside (hot aisle) for 

Air-Cooled System [adapted from 15] 
 

2.4 Heat Pump 

Heat pump has gained its momentum nowadays. The world’s energy demand 

keeps growing, while the increasing fossil-based energy use has caused an 

energy crisis [17]. A heat pump possesses all main parts in a package unit, 

described in other words as reverse direction of typical refrigeration machine. 
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The main components of compression heat pump cycle are compressor, ex-

pansion valve, condenser, and evaporator [19]. Apart from the main compo-

nents, heat pump also has some other working package which consists of pip-

ing works, heat source, heat sink, and control system. Heat pump is an energy 

technology device which incorporates thermodynamic principles to upgrade 

the heat from heat source to higher degree in heat sink. 

 

The working fluid inside the heat pump is called refrigerant, which is crucial 

to generate heating effect in the heat sink due to its low boiling point. In terms 

of heat sources utilized, heat pump can be categorized into two types, namely 

primary heat pump and secondary heat pump [18]. Primary heat pump utilizes 

natural substances as heat sources such as air, soil, and ground/surface water. 

On the other hand, secondary heat pump reuse waste heat as heat source, 

which may come from extracted air, wastewater, and waste heat from rooms 

to be cooled. In respect to data centres as producer of energy, the secondary 

heat pump is applied to increase the thermal energy from waste heat of data 

centre cooling and satisfy district heating requirement.  

 

 
Figure 5. Basic flow chart of vapor compression cycle 

 

Figure 5 demonstrates basic flow chart of heat pump cycle with vapor com-

pression system which consists of four main parts: namely expansion valve, 

evaporator, compressor, and condenser. Heat source (or 𝑄̇𝑠𝑜𝑢𝑟𝑐𝑒) is used to 

evaporate the refrigerant while heat sink (or 𝑄̇𝑠𝑖𝑛𝑘) extracts the heat from the 

boiled refrigerant. The refrigerant mixture gets evaporated in the evaporator, 

resulting in the superheat to a few degrees. A separator is in most case needed 

to prevent liquid from entering the compressor. The heat pump is operated 

with electricity to run the compressor (𝑃𝑒𝑙) to increase refrigerant pressure 

before entering the condenser, maintaining the proper thermal condition for 

heat transfer process from the refrigerant to the heat sink. In the condenser, 
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the superheated vapor coming from the compressor is de-superheated, then 

condensed into liquid form with some degree of sub-cooling, to prevent the 

vapor entering the expansion valve. The expansion valve brings the refrigerant 

from the condenser pressure to the one of the evaporators. When the cold re-

frigerant flows through the evaporator, the refrigerant absorbs the heat from 

the heat source in the evaporator and gets boiled. The heat pump cycle runs 

continuously to produce the desired heat. 

 

Unlike conventional combustion processes that acquire fossil fuel as primary 

energy, heat pumps can be energized from clean renewable electricity. While 

combustion processes cost energy loss at the end products (i.e., efficiency is 

less than 1), heat pump efficiency is measured with Coefficient of Perfor-

mance (COP) in such degree where the value is always more than 1. The de-

termination of COP from heat pump cycle is adhered to the following equa-

tions 1 and 2. 

 

𝐶𝑂𝑃 =  
𝑄̇𝑠𝑖𝑛𝑘

𝑃𝑒𝑙
                     (Eq. 1) 

𝐶𝑂𝑃 =  𝐸𝑓𝑓𝑐  .
𝑇𝑐

𝑇𝑐− 𝑇𝑒
                     (Eq. 2)

   

COP characteristic of compression heat pump can also be determined using 

Carnot Efficiency (𝐸𝑓𝑓𝑐) principle, dividing condensing temperature (𝑇𝑐) with 

the difference between Tc and evaporator temperature (𝑇𝑒), and then multi-

plied by 𝐸𝑓𝑓𝑐 value [21]. 

 

2.5 District Heating and Open District Heating Network 

DH is a network of heat distribution that transports heat in the forms of hot 

water to end-customers through thermal substations. DHN encompasses two 

main distribution pipes, so called DHN Supply and DHN Return line. The 

DHN supply line contains the main hot fluid that delivers thermal service in 

the form of hot water to the end-customers, while the return line is the output 

effect from customer substations that’s recirculated back to the DHN main 

processing plant.  

 

ODH network is a marketplace for district heating in the city where any com-

panies with suitable amount of excess heat in their facilities can take active 

roles to supply energy in the forms of warm water to local adjacent of available 

district network connection nearby. Main concern is regarding the quality of 

such amounted excess heat that can be channelled to the available ODH flow 

line. The related company or business is required to boost the temperature of 

their excess heat for instance, when the excess heat from any of their facilities 

is below the minimum requirement to meet thermal grade standard of the ODH 
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network. Stockholm Exergi is the operator of the ODH network in Stockholm, 

Sweden. The focus of DC as producer of energy is imposed to energy gener-

ation in the forms of thermal heat and that take roles as the heat supplier in the 

ODH business model with Stockholm Exergi. Specific focus is geared towards 

ODH Call contract model only. This type of model is the best fit for heat sup-

pliers which have good stability levels of heat generation profile throughout 

the day and year [5].  

 

In ODH Call model, the agreement of levels of capacity is confirmed by both 

Stockholm Exergi and heat suppliers before supplying the heat to the ODH 

network. In this scheme, Stockholm Exergi will make a request for the heat 

with a guarantee to the heat supplier that the request is always present as long 

as the outdoor temperature is 12˚C or below [5]. The temperature supplied to 

the ODH flow line is typically 68˚C but can be also higher in certain cases. 

ODH Call can be also described as on-demand heating and its compensation 

level also differs. For instance, the lower the outdoor temperature, the higher 

the heating demand for end-use thermal service. The contract model between 

Stockholm Exergi and excess heat supplier is long term [4]. The contract for 

ODH Call is typically signed for 10 years with the right for the excess heat 

supplier to extend the contract for another 5 years, while the compensation 

level in the contract is indexed annually [4].  
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3. Methodology 
 

To answer the research questions, there are experiments to be done by initially 

setting up system configuration which will tell us the techno-economic per-

formance of data centre. Four different system configurations are experi-

mented with each modelling scope and formulations through defined equa-

tions. Each model is scoped by applicable boundary conditions which consist 

of server rack operation, cooling system, free cooling system, waste heat cap-

ture, and waste heat upgrade. Each typical model from one configuration to 

another is used as applicable. 

 

Different tasks are then assigned to each system configuration in accordance 

with historical electricity data, impacts of climate change with simulated 

weather data, and variations in DHN temperature as heat supply scenario de-

velopment. The detailed computational demand of each configuration is then 

examined with Key Performance Indicators (KPIs), both in terms of technical 

and economic KPIs. The techno-economic performance of each configuration 

is explained in each related sub-chapter.  

3.1 System Configurations 

Both waste heat recovery (WHR) and free cooling (FC) option are the main 

differentiators in each configuration, having either one of them or both to be 

included in the system. The location to perform WHR is done at the highest 

possible waste heat temperature location, that is in the hot aisle compartment. 

FC option is considered in this thesis work, mainly driven by cold climate 

condition in Stockholm because low outdoor air temperature can be harnessed 

by doing such FC option. The FC location is performed adjacent to the DC’s 

existing cooling system to ensure that the cooling air supply temperature to 

server racks is always guaranteed as the outdoor temperature is not always all 

the time satisfied, especially during summer. Each given configurations in-

tends to motivate whether WHR and/or FC will provide benefit(s) compared 

to DC’s operational baseline, or in other words a DC being operated as busi-

ness-as-usual (BaU). The overall impacts will be demonstrated in Key Perfor-

mance Indicators (KPIs) part. 

3.1.1 System Configuration A1: DC without WHR & without FC 

The first system configuration is established as a baseline of DC operation 

where a conventional cooling system is used to cool down server racks. It 

represents BaU scenario in which DC’s server racks are cooled but the waste 

heat is not recovered. The cooling system in this configuration isn’t equipped 

with free cooling option. A schematic diagram of system configuration A1 can 

be seen on the following figure 6. 
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Figure 6. System Configuration A1 

 

The exhaust air coming out from the server racks located in the hot aisle is 

called return air (RA). This RA is brought back to the CRAH system before 

being utilized again as supply air (TSA) to cool down the server racks. Return 

air temperature (TRA) depends on server utilization and thus its values vary 

accordingly with hourly server operation. 

3.1.2 System Configuration A2: DC without WHR & with FC 

In this configuration, FC is added to the data centre cooling system from con-

figuration A1. Indirect Air-Side Economizer is chosen for this FC model as 

developed by Park, S. [38]. This type of FC model is chosen due to its ability 

to avoid condensation problems by not directly supplying outdoor air to server 

racks. System configuration A2 can be depicted in figure 7. 

 
Figure 7. System Configuration A2 
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Return air temperature (TRA) represents the exhaust heat from DC server racks 

as the input parameter for FC model. Secondary return air temperature (TRA*) 

is output from free cooling model and passes through the primary indirect-

heat exchanger. 

3.1.3 System Configuration A3: DC with WHR & without FC 

This third configuration demonstrates a development of configuration A1 by 

upgrading the waste heat generated without including free cooling system. 

The overall sequential configuration is started from waste heat generation 

from DC cooling system, followed by harnessing the waste heat with heat ex-

change process, and then the heat pump is used to boost the waste heat tem-

perature before being injected to DHN. A heat pump is operated according to 

the generated waste heat profile and the supply temperature of DHN. System 

configuration A3 can be seen in figure 8. 

 

 
Figure 8. System Configuration A3 

3.1.4 System Configuration A4: DC with both WHR & FC 

System configuration A4 is compiled as a fully integrated model to include 

both FC in DC cooling and a WHR system. The model from the previous three 

configurations is combined in this last configuration. DC server rack operation 

and DC cooling model are taken from the first configuration, while adapting 

FC and WHR model from the second and third configuration respectively. 

Figure 9 shows the schematic of system configuration A4. 

 

 

 



 25 

 
Figure 9. System Configuration A4 

 

3.2 Modelling Scope and Formulations 

An integrated approach for each system configuration is divided into three 

sub-models, namely server rack operation, DC cooling system, and waste heat 

recovery (WHR) system which can be segmented according to figure 10. 

 

 
Figure 10. Modelling Approach for Each System Configuration 

 

The server rack operation model produces a waste heat profile from DC server 

racks. WHR system is divided into two parts, waste heat capture and waste 

heat upgrade. DC cooling system also includes free cooling. 
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3.2.1 Server Rack Operation  

The server rack operation model is adapted from the simplified server model 

proposed by Ham S.W. et al. [27]. The model describes general overview to 

simplify the DCs internal server heat generation that has high degree of fluc-

tuation, depending on how DCs process their data input. The model is exam-

ined with server racks operational conditions to generate hourly profile of ex-

haust temperature of DC server racks. 

 

 
Figure 11. Server Model Schematic with Thermal Resistance [adapted from 27] 

 

Utilization of CPU inside DCs is unique and varies between different types or 

purposes within DCs itself. Normally it corresponds to the IT workload that is 

very dynamic, depending on the processed data inside the servers. The avail-

able approach to model the CPU Utilization rate can be referred to IT work-

load schedule which is retrieved from Ham S.W. et al. [27] and applicable to 

DCs cooling energy prediction according to Central Processing Unit (CPU) 

utilization.  

 

 
Figure 12. Typical Data Centre Weekly IT workload [reformatted from 27] 

 
Table 1. Measured DCs Performance for Server Model [reformatted from 27] 

Ucpu% PIT(W) Tdie (ºC) Tamb (ºC) RPM (RPM) 

10 112.68 54 22.5 1800 

50 198.724 70 30 3000 

70 211.93 73 35 3600 

100 226.508 72 40 9000 



 27 

 

All correlated variables such as server internal heat generation (𝑃𝐼𝑇), CPU die 

Temperature (𝑇𝑑𝑖𝑒), ambient temperature or server internal air temperature 

(𝑇𝑎𝑚𝑏), and cooling fan rotational speed (𝑅𝑃𝑀) correspond to IT Utilization 

factor or IT workload (𝑈𝑐𝑝𝑢) as depicted in table 1. Taking into account the 

above measured performance data, one can conduct regression model to pro-

duce the correlation between each of associated variables. The correlation 

from the measured data is adapted in the way that 𝑈𝑐𝑝𝑢 is set as the main 

threshold. The higher 𝑈𝑐𝑝𝑢, the higher the associated server temperatures 

which lead into higher server and cooling fan power. Server power (𝑃𝑠𝑒𝑟𝑣𝑒𝑟) 

is the combination of 𝑃𝐼𝑇 and cooling fan power (𝑃𝑠𝑓𝑎𝑛) as written in equation 

3 [27]. 

 

𝑃𝑠𝑒𝑟𝑣𝑒𝑟 =  𝑃𝐼𝑇 + 𝑃𝑠𝑓𝑎𝑛                     (Eq. 3) 

 

𝑃𝐼𝑇 calculation is derived as a function of the CPU utilization and CPU die 

temperature as given in the following equation. The 𝑅2 value of the curve-

fitting was 0.9839 [27]. It represents the server heat generation excluding that 

by the server cooling fan. 𝑃𝐼𝑇 can be denoted in the equation 4. 

   

𝑃𝐼𝑇 = 1.57 𝑥 10−5 + 42.29 𝑈𝑐𝑝𝑢 + 0.38 𝑇𝑑𝑖𝑒 + 0.03 𝑇𝑑𝑖𝑒
2                     (Eq. 4) 

 

Based on given performance data in table 1, one can conduct regression model 

to produce the correlation in between 𝑈𝑐𝑝𝑢 with 𝑇𝑑𝑖𝑒 and 𝑇𝑎𝑚𝑏. The 𝑅2 values 

for these fitted models were 0.9953 and 0.9961 respectively. The related equa-

tions are retrieved as equation 5 and 6. 

 

𝑇𝑑𝑖𝑒 =  −34.42 𝑈𝑐𝑝𝑢
2 + 58.60 𝑈𝑐𝑝𝑢 + 48.61                   (Eq. 5) 

𝑇𝑎𝑚𝑏 = 19.74 𝑈𝑐𝑝𝑢 + 20.53                     (Eq. 6) 

 

D.Shin et al. [45] defines the server thermal resistance (𝑅𝑡𝑜𝑡) as the sum of the 

heat sink’s thermal resistance and the CPU case’s thermal resistance. The ther-

mal resistance of a forced-convection heat sink is inversely proportional to the 

rotational speed of the cooling fan [45]. 𝑅𝑡𝑜𝑡 in this server model is calculated 

by using an equation retrieved from Ham S.W. et al. [27] in accordance with 

the difference between 𝑇𝑑𝑖𝑒 and 𝑇𝑎𝑚𝑏 divided by 𝑃𝐼𝑇 . Equation 7 is repre-

sented as the function of the server cooling fan RPM via curve-fitting with the 

𝑅2 value of 0.935 [27]. 

 

𝑅𝑡𝑜𝑡 =  
𝑇𝑑𝑖𝑒− 𝑇𝑎𝑚𝑏

𝑃𝐼𝑇
= 0.14 + 

17440

𝑅𝑃𝑀1.56                     (Eq. 7) 
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The server cooling fan power in correlation to the RPM is calculated by using 

an equation obtained from S. Sampath [43] and denoted as equation 8. 

 

𝑃𝑠𝑓𝑎𝑛 = 7.07 𝑥 10−12𝑅𝑃𝑀3 − 2.72 𝑥 10−8𝑅𝑃𝑀2 + 2.61 𝑥 10−4𝑅𝑃𝑀    

                  (Eq. 8) 

 

Server outlet temperature 𝑇𝑠𝑒𝑟𝑣𝑒𝑟_𝑜𝑢𝑡 is obtained by the summation of server 

internal air temperature (𝑇𝑎𝑚𝑏) and the server temperature rise (ΔT𝑠𝑒𝑟𝑣𝑒𝑟). Re-

ferred to Ham S.W. et al. [27], server inlet temperature is set 3ºC higher than 

CRAH supply air temperature, due to absorption of temperature assumed to 

occur in the ambient from CRAH outlet before cooling the server racks. 

 

 
Figure 13. Server Model Workflow to Determine Waste Heat from DCs Air-Cooled 

System [adapted from 27] 

 

Figure 13 describes the air diagram flow of moving cooled air to server inlet 

section, before leaving the server itself as a hot air exhaust. 𝑇𝑎𝑚𝑏 is fitted from 

the measured performance data into the rising server temperature to produce 

server outlet temperature profile (𝑇𝑠𝑒𝑟𝑣𝑒𝑟_𝑜𝑢𝑡) which will then become the in-

put data for waste heat capture (i.e., heat exchange process occurring in hot 

aisle). The correlation between 𝑇𝑎𝑚𝑏 and ΔT𝑠𝑒𝑟𝑣𝑒𝑟is obtained from the server 

heat generation and server inlet air temperature model via curve-fitting with 

𝑅2 value of 0.9924, denoted in the following equation 9 [27] 

 

ΔT𝑠𝑒𝑟𝑣𝑒𝑟 = −0.341𝑇𝑎𝑚𝑏 + 17.058                     (Eq. 9) 

 

Total servers’ power (𝑃𝑠𝑒𝑟𝑣𝑒𝑟 𝑡𝑜𝑡𝑎𝑙) is compilation of all server power operated 

in the whole DC facility. The value corresponds to the number of installed 

server racks. 𝑃𝑠𝑒𝑟𝑣𝑒𝑟 𝑡𝑜𝑡𝑎𝑙 can be written as of this following equation 10. 

 

𝑃𝑠𝑒𝑟𝑣𝑒𝑟 𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑠𝑒𝑟𝑣𝑒𝑟  𝑥 ∑ 𝑆𝑒𝑟𝑣𝑒𝑟                  (Eq. 10) 

 

To calculate the number of servers in this thesis work (∑ 𝑆𝑒𝑟𝑣𝑒𝑟), a typical 

full-size standard rack of 1U is used, in which one 1U can take a total 42 

shelves per each 1U modular asset [48]. The nomenclature of 1U standard 

rack is a typical standard dimension of one server rack with 78 in. of height, 

23-25 in. of width and 26-30 in. of depth. Each shelf has two servers. With 
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assumption of 150 server racks installed in DC facility, there’re 150 x 42 x 2 

= 12,600 servers in total for this thesis work. The IT power rating of those 

12,600 servers represents medium-to-large scale commercial DCs in Stock-

holm [49,50]. 

3.2.2 DC Cooling System  

The DC cooling power model is adopted from the modular simulation of DC 

power load proposed by R. Rahmani et al. [22] which provides hourly power 

consumption profile for cooling system. Cooling power consumption in the 

model consists of both CRAH (𝑃𝐶𝑅𝐴𝐻) and Chiller plant (𝑃𝑐ℎ𝑖𝑙𝑙𝑒𝑟). Chiller and 

CRAH system depend on IT equipment operation. It acts as the main factor 

that causes servers to produce more heat or less heat, which affects the com-

puter room air temperature [22]. The higher the IT utilization factor (U), the 

bigger the cooling consumption to cool down the server racks. 𝑃𝑐ℎ𝑖𝑙𝑙𝑒𝑟 as Ս 

function can be denoted as of this following equation 11. 

 

𝑃𝑐ℎ𝑖𝑙𝑙𝑒𝑟 = 0.7 𝑥 𝑃𝑠𝑓
𝑚𝑎𝑥 𝑥 (𝛼 Ս2 +  𝛽 Ս +  𝛾)                  (Eq. 11) 

 

Constant coefficient values are 𝛼 = 0.32, 𝛽 = 0.11, and 𝛾 = 0.63, referring to 

the curve fitting values conducted by R. Rahmani et al. [22]. For medium to 

big size DC (>100 kW) the use of CRAH is preferable due to its lower opera-

tional costs in comparison with CRAC solutions [24]. Hence, CRAH system 

is chosen in this model due to its size compatibility to provide cooling for the 

given server rack power rating in the model (i.e., 20.6 kW of IT power per 

rack, or >3MW for given total server racks), while in contrast CRAC is nor-

mally used in small DCs (<100 kW) due to lower capital costs [24]. The elec-

trical power consumption for heat transfer to be consumed by an air handling 

system (𝑃ℎ𝑒𝑎𝑡) for a server farm with maximum server load of 𝑃𝑠𝑓
𝑚𝑎𝑥 can be 

derived from these following equations 12 and 13 [22]. 

 

𝑃ℎ𝑒𝑎𝑡 = 1.33 𝑥 10−5 𝑥 
𝑃𝑠𝑓

𝑚𝑎𝑥

𝜂ℎ𝑒𝑎𝑡
 𝑥 𝑓                  (Eq. 12) 

 

𝑓 =  𝑓𝑚𝑎𝑥 𝑥 𝑈                   (Eq. 13) 

 

𝑃𝑠𝑓
𝑚𝑎𝑥 is an operational state of the total server racks (i.e., in other words can 

be called as server farm), which is the maximum value of 𝑃𝑠𝑒𝑟𝑣𝑒𝑟 𝑡𝑜𝑡𝑎𝑙 defined 

in the equation 10 before. 𝜂ℎ𝑒𝑎𝑡 describes the efficiency of heat removal from 

the system. On the other hand, the power consumption required for heat cy-

cling is linearly proportional to the volume of the air flow (𝑓) with 𝑓𝑚𝑎𝑥 as 

the maximum standard air flow. Finally, total power requirement of CRAH 

unit (𝑃𝐶𝑅𝐴𝐻) can be calculated as of this following equation 14. 
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𝑃𝐶𝑅𝐴𝐻 =  𝑃𝐶𝑅𝐴𝐻
𝑖𝑑𝑙𝑒 +  𝑃ℎ𝑒𝑎𝑡                   (Eq. 14) 

 

𝑃𝐶𝑅𝐴𝐻
𝑖𝑑𝑙𝑒  is CRAH power consumption in idle mode, ranging from 7 to 10 per-

cent from 𝑃𝑠𝑓
𝑚𝑎𝑥[22].  

3.2.3 DC Free Cooling System 

Free cooling system in this work uses Indirect Air Side Economizer (IASE) 

model adapted from Park S. et al. [38]. The heat exchange between outdoor 

temperature (𝑇𝑂𝐴) and the return air from DC exhaust (𝑇𝑅𝐴) generates the sec-

ondary return air (𝑇𝑅𝐴∗) which can be formulated in the following equations 

15 and 16 [38]. The 𝑇𝑅𝐴 temperature passing through heat exchanger becomes 

closer to the 𝑇𝑂𝐴 which has lower temperature than 𝑇𝑅𝐴 during wintertime, 

and that can lead into lower cooling energy that would otherwise require 

CRAH to generate the desired cold air supply temperature with chilled water.  

 

𝑇𝑅𝐴∗ =  𝑇𝑅𝐴 + ɛ 𝐻𝑋𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑖𝑜 (
𝑚̇𝑂𝐴

𝑚̇𝑅𝐴
) 𝑥 (𝑇𝑂𝐴 −  𝑇𝑅𝐴)                 (Eq. 15) 

 

𝐻𝑋𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑖𝑜 = (𝑚̇𝑂𝐴 + 𝑚̇𝑅𝐴)/2𝑚̇𝑅𝐴                  (Eq. 16) 

 

𝑇𝑂𝐴 as initial set point defines the operation plan of IASE system in the way 

that free cooling will be operated when 𝑇𝑅𝐴∗ doesn’t exceed the temperature 

of cold air supply to DC server racks (𝑇𝑆𝐴). In this model, TSA is set at maxi-

mum 20⁰C. If 𝑇𝑅𝐴∗ doesn’t meet 𝑇𝑆𝐴 criteria (especially during summer due to 

higher outdoor temperature), the CRAH cooling system will be activated to 

help provide the desired cooling needs to DC servers. In configuration A2, the 

𝑇𝑅𝐴 for free cooling model input refers to the exhaust temperature resulted 

from the server racks; while in configuration A4, 𝑇𝑅𝐴 is the outlet temperature 

after waste heat recovery in the heat exchanger (𝑇𝑅𝐴_𝑜𝑢𝑡). The schematic dia-

gram of the free cooling system can be seen in the following figure 14. 
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Figure 14. DC Free Cooling Schematic Diagram 

3.2.4 DC Waste Heat Capture 

In case of air-cooled DCs system, the waste heat recovery from the outlet 

server temperature through hot aisle is modelled with zero capacitance sensi-

ble heat exchanger model [28]. Given two input parameters which are both 

mass flow rate and inlet temperatures of hot and cold sides, the other outlet 

parameters can be estimated by the principle of heat exchanger effectiveness 

for a fixed value of overall heat transfer coefficient. Waste heat from DC is 

the hot inlet side of the heat exchanger while the cold side input refers to the 

outlet of evaporator heat source, and both are used as preliminary input pa-

rameters. The schematic diagram of the DC waste heat recovery process is 

depicted in the figure 15. 

 
Figure 15. Heat Exchanger model for DC WHR 

 

Using cross flow heat exchange with both sides unmixed model adapted from 

[28], the heat exchange effectiveness (ɛ) can be written as of these following 

equations 17 and 18. The effective heat exchange area (A) used is 38 m² with 



 32 

the overall heat transfer coefficient (U) of 500 W/m² K adapted from Dimian 

A.C. et al. [53] for the air-cooled heat exchanger model with water cooling.    

 

ɛ = 1 −  exp [(
𝐶𝑚𝑎𝑥

𝐶𝑚𝑖𝑛
) (

𝑈𝐴

𝐶𝑚𝑖𝑛
)

0.22
{𝑒𝑥𝑝 [−

𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥
(

𝑈𝐴

𝐶𝑚𝑖𝑛
)

0.78
] − 1}]         (Eq. 17)

  

 

𝐼𝑓 
𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥
 ≤ 0.01, 𝑡ℎ𝑒𝑛  ɛ = 1 − exp (−

𝑈𝐴

𝐶𝑚𝑖𝑛
)                 (Eq. 18) 

 

The outlet temperature of the hot side (𝑇𝑅𝐴_𝑜𝑢𝑡) will depend on ɛ, minimum 

capacity rate (𝐶𝑚𝑖𝑛), capacity rate of fluid on hot side (𝐶𝑅𝐴), and the inlet 

temperatures of both hot and cold sides (𝑇𝑅𝐴 and 𝑇𝐻𝑃,𝑒𝑣𝑎𝑝.(𝑖𝑛) respectively). 

The value of 𝑇𝑅𝐴_𝑜𝑢𝑡 can be calculated as of the following equation 19 [28]. 

 

𝑇𝑅𝐴_𝑜𝑢𝑡 =  𝑇𝑅𝐴 −  ɛ (
𝐶𝑚𝑖𝑛

𝐶𝑅𝐴
) (𝑇𝑅𝐴 −  𝑇𝐻𝑃,𝑒𝑣𝑎𝑝.(𝑖𝑛))                 (Eq. 19) 

 

The dynamic value of 𝑇𝑅𝐴_𝑜𝑢𝑡 will be the main input parameter for the cooling 

model as mentioned in the previous sub-chapters 3.2.2 and 3.2.3, applicable 

to both system configuration of WHR without free cooling (configuration A3) 

and WHR with free cooling (configuration A4). The total heat transfer rate 

(𝑄̇𝑇) across heat exchanger can be denoted as per following equation 20 [28]. 

 

𝑄̇𝑇 = ɛ 𝐶𝑚𝑖𝑛(𝑇𝑅𝐴 −  𝑇𝐻𝑃,𝑒𝑣𝑎𝑝.(𝑖𝑛))                  (Eq. 20) 

3.2.5. DC Waste Heat Upgrade  

DC waste heat upgrade is done with heat pump. The heat pump simulation 

complies with COP Carnot principle, taking into accounts all sub-components 

of the heat pump. The heat pump system acquires given temperatures as input 

parameters to determine the energetical values in each time step. The energetic 

parameters in heat pump modelling include evaporation pressure of chiller 

(PEvap_chiller), enthalpy of evaporation outlet (HEvap_out), enthalpy of suction 

(HSuction), entropy of suction (SSuction), condensation pressure (PCond), en-

thalpy of isentropic discharge (HDischarge_is), and enthalpy of heat sink (Hs). 

The temperatures between components and the enthalpy of the refrigerant in 

each state are determined with CoolProp library [29]. The evaporating tem-

perature of heat pump is associated with superheat temperature to ensure the 

refrigerant gets boiled before entering the compressor. Upon calculating asso-

ciated enthalpies inside evaporator, one can calculate mass flow rate of chiller 

(𝑚̇𝑐ℎ𝑖𝑙𝑙𝑒𝑟) with this following equation 21. 
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𝑚̇𝑐ℎ𝑖𝑙𝑙𝑒𝑟 =  
𝑄̇𝐷𝐶_𝑐𝑜𝑜𝑙𝑖𝑛𝑔

𝐻𝑒𝑣𝑎𝑝_𝑜𝑢𝑡− 𝐻𝑠
                    (Eq. 21) 

 

DC cooling power (𝑄̇𝐷𝐶_𝑐𝑜𝑜𝑙𝑖𝑛𝑔) in this case refers to thermal cooling power 

to cool down data server racks. Its value depends on the difference between 

inlet air temperature going to server racks (i.e., TSA) and the exhaust air tem-

perature coming out from the server racks (Tserver,out). 𝑄̇𝐷𝐶_𝑐𝑜𝑜𝑙𝑖𝑛𝑔 can also be 

written as per following equation 22. 

 

𝑄̇𝐷𝐶_𝑐𝑜𝑜𝑙𝑖𝑛𝑔 =  𝑚̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔 𝑥 𝐶𝑝,𝑎𝑖𝑟 𝑥 (𝑇𝑆𝐴 − 𝑇𝑠𝑒𝑟𝑣𝑒𝑟,𝑜𝑢𝑡)                 (Eq. 22) 

 

Lifting heat quality will require additional power, that is fed through compres-

sor heat pump. The compressor efficiency is constant, assuming isentropic 

condition in the compression process. The DH temperature is applied in the 

model as boundary condition to define heat pump parameters for PCond, HDis-

charge_is, and Hs. The higher the waste heat source temperature from DC server 

outlet racks, the lower compressor power needed to boost the heat sink desired 

temperature, in this case to produce designated warm water for DHN. Com-

pressor power in each time step (𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝.) is the net energy needed by heat 

pump system, which can be determined from this following equation 23. 

 

𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝. =  
𝑚̇𝑐ℎ𝑖𝑙𝑙𝑒𝑟 𝑥 (𝐻𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑖𝑠− 𝐻𝑆𝑢𝑐𝑡𝑖𝑜𝑛)

𝜂𝑐𝑜𝑚𝑝.
                 (Eq. 23) 

  

The upgraded waste heat profile from data centre is in accordance with the 

district heating temperature profile in DHN. The amount of waste heat that is 

injected to DHN (𝑄̇𝐷𝐻) can be denoted as per following equation 24: 

 

𝑄̇𝐷𝐻 = 𝑄̇𝐷𝐶_𝑐𝑜𝑜𝑙𝑖𝑛𝑔 + (𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝 𝜂𝑠𝑢𝑝𝑝,𝐷𝐻)                   (Eq. 24) 

 

The efficiency of heat supply to DHN (𝜂𝑠𝑢𝑝𝑝,𝐷𝐻), is assumed to be 0.97, mean-

ing that around 3% of hourly loss during heat transmission to DHN is consid-

ered. On the other hand, Coefficient of Performance (COP) of the heat pump 

is defined as total heat injected to DHN divided by compressor power to drive 

the heat pump itself. The amount of heat injected to DHN (𝑄̇𝐷𝐻) corresponds 

to heat production in the heat pump condenser (i.e., heat sink). The COP value 

refers to the following equation 25.  

 

𝐶𝑂𝑃 =  
𝑄̇𝐷𝐻

𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝.
                   (Eq. 25) 
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3.3 Key Performance Indicators (KPIs) 

KPIs in this thesis work encompass two main parameters, namely technical 

KPIs and economic KPIs. It will reveal results which will be analysed in the 

next chapter.  

3.3.1 Technical KPIs 

Metrics to measure data centre performance have gone beyond the DCs facil-

ity power and its cooling system and have been used by data centre industry 

[32]. DCs acting as prosumers must consider both production and consump-

tion of their scoped energy systems. In the context of DC energy system and 

waste heat utilization, three parameters will be considered, namely Power Us-

age Effectiveness (PUE), Energy Reuse Factor (ERF), and Energy Reuse Ef-

fectiveness (ERE).  

 

PUE gives an understanding on how energy is consumed for all systems within 

the data centre, cooling, power distribution, and other ancillary systems [32]. 

The PUE itself has no correlation directly with waste heat utilization. PUE as 

a mathematical formula can be written as per following equation 26. 

 

𝑃𝑈𝐸 =  
𝐸̇𝐷𝐶,𝑡𝑜𝑡

𝐸̇𝐼𝑇
                    (Eq. 26) 

 

Total power consumption in data centre (𝐸̇𝐷𝐶,𝑡𝑜𝑡) denotes an accumulation of 

associated total power consumed for IT equipment (𝐸̇𝐼𝑇), total cooling system 

(𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚), and total auxiliary system (𝐸̇𝐴𝑢𝑥.). For system configuration 

A3 and A4 however, the 𝐸̇𝐷𝐶,𝑡𝑜𝑡 also includes the electrical power to drive 

heat pump compressor (𝐸̇𝐻𝑃.,𝑐𝑜𝑚𝑝.) as the waste heat needs to be upgraded 

before being injected to DHN. 𝐸̇𝐴𝑢𝑥.value represents all miscellaneous power 

consumption such as lighting, network equipment, control, and protection de-

vices. 𝐸̇𝐴𝑢𝑥. is normally valued at 6% of DC peak power demand [42]. 𝐸̇𝐼𝑇 

value is the total IT equipment power consumption of DC servers and adhered 

to previously discussed chapter 3.2.1.  

 

To be noted hereby, the 𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚 is the total associated electrical power 

of cooling consumption, which varies according to the applicable equations 

mentioned in sub-chapter 3.2.2 and 3.2.3 before. 𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚 in configura-

tions A1 and A3 are the power consumptions of both CRAH and Chiller. On 

the other hand, in configurations A2 and A4, the free cooling model is in-

cluded as part of the system configuration scope. The equations for total DC 

power consumption (𝐸̇𝐷𝐶,𝑡𝑜𝑡) for configurations A1 and A3 can be written as 

of equations 27a and 27b. 
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𝐸̇𝐷𝐶,𝑡𝑜𝑡(𝑓𝑜𝑟 𝐴1) =  𝐸̇𝐼𝑇 +  𝐸̇𝐴𝑢𝑥. + 𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚(𝑓𝑜𝑟 𝐴1)                      (Eq. 27a) 

 

 

𝐸̇𝐷𝐶,𝑡𝑜𝑡(𝑓𝑜𝑟 𝐴3) =  𝐸̇𝐼𝑇 +  𝐸̇𝐴𝑢𝑥. + 𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚(𝑓𝑜𝑟 𝐴3) + 𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝. 

              (Eq. 27b) 

 

The equations for total DC power consumption (𝐸̇𝐷𝐶,𝑡𝑜𝑡) for configurations 

A2 and A4 can be written as of equations 28a and 28b. 

 

𝐸̇𝐷𝐶,𝑡𝑜𝑡(𝑓𝑜𝑟 𝐴2) =  𝐸̇𝐼𝑇 +  𝐸̇𝐴𝑢𝑥. + 𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚(𝑓𝑜𝑟 𝐴2)  

              (Eq. 28a) 

 

𝐸̇𝐷𝐶,𝑡𝑜𝑡(𝑓𝑜𝑟 𝐴4) =  𝐸̇𝐼𝑇 +  𝐸̇𝐴𝑢𝑥. + 𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑠𝑦𝑠𝑡𝑒𝑚(𝑓𝑜𝑟 𝐴4) +  𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝.   

                                        (Eq. 28b) 

 

ERF on the other hand has been used by DCs industry and standardization to 

quantify external waste heat utilization [30]. ERF is a ratio of energy reused 

divided by the sum of all energy consumed in data centre. ERF is used to 

quantify the external waste heat usage of data centre and can be formulated as 

per following equation 29. 

 

𝐸𝑅𝐹 =  
𝑄̇𝐷𝐻

𝐸̇𝐷𝐶,𝑡𝑜𝑡
=  

𝑄̇𝐷𝐻

𝐸̇𝐼𝑇 𝑥 𝑃𝑈𝐸
                   (Eq. 29) 

 

Key assessment for ERF has lower end of zero when no heat is reused, and 

the upper end of 1 when all the waste heat is reused (i.e., 𝑄̇𝐷𝐻 equals to 

𝐸̇𝐷𝐶,𝑡𝑜𝑡). The higher ERF value, the better the performance metrics to consider 

WHR effectiveness from DC. The results will be discussed in the next chapter. 

 

On the other hand, ERE was developed to recognize DCs ability to provide 

energy that can be reused, for instance heat service to adjacent buildings or 

domestic hot water pre-heating [32]. ERE is the ratio of the difference between 

total DCs facility energy use and energy reused, divided by IT energy use. 

ERE metrics can be formulated as of this following equation 30: 

 

𝐸𝑅𝐸 =  
𝐸̇𝐷𝐶,𝑡𝑜𝑡− 𝑄̇𝐷𝐻

𝐸̇𝐼𝑇
= (1 − 𝐸𝑅𝐹) 𝑥 𝑃𝑈𝐸                  (Eq. 30) 

 

Both ERF and ERE are direct performance metrics to include the amount of 

energy reused in the form of waste heat utilization from DCs.   

 

In this thesis work, additional indicators are proposed to analyse the value of 

energy reused from DC’s associated power consumption, in the context of 
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waste heat upgraded. Those indicators are assigned as Seasonal Performance 

Factor (SPF) and Heating Seasonal Performance Factor (HSPF). SPF is de-

veloped into two different categories, namely SPF in correlation with DC ther-

mal power (𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙), and SPF in comparison with IT power (𝑆𝑃𝐹𝐼𝑇), 

which can be written as of these following equations 31 and 32. 

 

𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 =  
𝑄̇𝐷𝐻

𝐸̇𝐷𝐶,𝑡𝑜𝑡−𝐸̇𝐼𝑇
                   (Eq. 31) 

 

𝑆𝑃𝐹𝐼𝑇 =  
𝑄̇𝐷𝐻

𝐸̇𝐼𝑇
                    (Eq. 32) 

 

As part of Heat Pump’s KPI, HSPF in the context of ODH heat supplier will 

be defined as the output of thermal energy delivered to the ODH network com-

pared to the input of electricity needed to run the heat pump’s compressor. 

The HSPF equation can be formulated as of following equation 33. 

 

𝐻𝑆𝑃𝐹 =  
𝑄̇𝐷𝐻

𝑃𝐻𝑃,𝑐𝑜𝑚𝑝.
                   (Eq. 33) 

 

The results of those parametric numbers (i.e., PUE, ERF, ERE, SPFs, and 

HSPF) will enrich the discussions of each of different scenario tested, to sup-

port the decision-making whether WHR from DC is a favourable investment 

or not. 

3.3.2 Economical KPIs 

 

The main economical KPI used in this thesis for economical assessment is 

operational expenditure (OPEX) related to energy that is both consumed and 

produced. Since most DC operations are not public, using OPEX as the eco-

nomical measurement is decided for this thesis work, which can still determine 

the profitability of different system configurations in DC facility. OPEX is 

determined as total associated energy costs of each given system configura-

tion. Since there is WHR in both configurations A3 and A4, the related OPEX 

also includes energy cost to drive heat pump compressor while considering 

the energy output injected to DHN. The parameter will help investigate the 

trade-off between electricity price (𝐶𝑒𝑙𝑒𝑐.) and DH price (𝐶𝐷𝐻) that demon-

strates for how beneficial the monetary value of selling heat to DHN can offset 

the heat pump operational expenditure. Both 𝐶𝑒𝑙𝑒𝑐. and 𝐶𝐷𝐻 vary hourly (t). The 

equation to determine OPEX in hourly values can be denoted as of this fol-

lowing equation 34. 
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𝑂𝑃𝐸𝑋(𝑡) = [(𝐸̇𝐼𝑇(𝑡) +  𝐸̇𝐴𝑢𝑥.(𝑡) + 𝐸̇𝑐𝑜𝑜𝑙𝑖𝑛𝑔(𝑡) + 𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝.(𝑡)) 𝑥 𝐶𝑒𝑙𝑒𝑐.(𝑡)] −

[𝑄̇𝐷𝐻(𝑡) 𝑥 𝐶𝐷𝐻(𝑡)]                           (Eq. 34) 

 

The discount rate (r) is included in the calculation as part of time value of 

money. Since the inflow and outflow are discounted and netted out yearly (i) 

without capital expenditure (CAPEX), the sum of it refers to Life Cycle OPEX 

(LCO) which can be written as equation 35. 

 

𝐿𝐶𝑂 =  ∑
𝑂𝑃𝐸𝑋

(1+𝑟)𝑖
𝑛
𝑖=1                    (Eq. 35) 

 

LCO represents the maximum CAPEX that data centre should accept when 

recovering the waste heat to the DHN. The system configuration with lower 

OPEX is deemed more interesting or more profitable. Lower OPEX means 

less burdened costs that are included in the financial operability of DC, leading 

to overall operational cost saving.  

3.4 Heat Supply Scenario 

Scenario development for the upgraded waste heat intends to obtain in-depth 

understanding of complexity between electricity price and outdoor tempera-

ture applied to the model. The correlation curve between outdoor temperature 

and DHN temperature is obtained from C. Mateu-Royo et al. [46] which is 

shown in figure 16. Five cases for DHN supply temperatures are developed to 

obtain the relationship on how it affects the amount of heat supplied from 

DC’s WHR to the DHN. The DHN supply temperature is utilized as the target 

temperature for WHR model in the previous sub-chapters and varied into low 

case and high case from the baseline. The baseline case for supply temperature 

to ODH network is delivered at 68-103 ⁰C following the requirement by 

Stockholm Exergi [5]. The other four cases are denoted as low, low-medium, 

medium-high, and high cases which correspond to the different supply tem-

perature level but having the same minimum temperature of 68 ⁰C which is 

also adhered to the minimum temperature to prevent the growth of legionella 

bacteria. 
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Figure 16. DHN Temperature used in the model [reformatted from 46] 

 

On the other hand, the price curve model of the correlation between outdoor 

temperature and DHN price is retrieved from Fabio G., et al. [26] which can 

be depicted in the following figure 17. 

 

 
Figure 17. DHN Price used in the model [adapted from 26] 

 

The upgraded waste heat (𝑄̇𝐷𝐻)  from previous sub-chapter 3.2.5 is examined 

into three different scenarios. The first scenario is called “All-Heat” and set as 

benchmark, which is exactly the available amount of waste heat from DC serv-

ers that is upgraded by the heat pump. The second scenario is denoted as “Mar-

ket-Limit” and adhered to the requirement stated by Stockholm Exergi, in 

which heat injection to DHN occurs when the outdoor temperature is 12 ⁰C or 

below [5]. The third scenario is called “Price-Limit” and proposed for certain 
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condition that there will be heat injection to DHN when the revenue of selling 

the heat to DHN is positive. It means that DC owners will only supply their 

upgraded waste heat whenever heat remuneration can offset the electricity cost 

required to operate the heat pump, otherwise there will be no heat injection to 

DHN.  

 

Hourly Electricity price data applicable for Stockholm Region is taken from 

NordPool [36]. The historical five-consecutive years of electricity prices are 

adopted in the model from 2018 until 2022. Outdoor temperature is obtained 

from Meteonorm [37], with dataset refined in four different climate conditions 

in Stockholm Region. Typical Metrological Year (TMY) is set as benchmark 

of climate condition using the years 2000-2019 as data source. The remaining 

three conditions are based on Intergovernmental Panel on Climate Change 

(IPCC) with Representative Concentration Pathways (RCP). Referring to the 

abbreviation numbers of each RCP indicated by World Bank [44], it represents 

RCP2.6 (Low Condition), RCP4.5 (Mid Condition), and RCP8.5 (High Con-

dition). Each RCP path represents future climate change scenario, and all of 

which are thought to be conceivable depending on the amount of greenhouse 

gases (GHG). Those RCP values are refined hourly for 2050 scenario and 

aimed to obtain in-depth understanding on how the tendency of rising global 

temperature due to climate change scenario will affect the heat supply model 

to DHN.    
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4. Results 
The results are presented in four sections; the data centre energy consumption, 

the waste heat recovered to DHN, technical KPIs, and economic KPIs.  

4.1 Data Centre Energy Consumption 

Data centre runs continuously all year round according to their associated en-

ergy consumptions; cooling energy, IT Equipment, and auxiliaries (such as 

security, network conditioning, etc.). The result of monthly energy consump-

tion of DC running in BaU scheme (i.e., configuration A1 as baseline) can be 

depicted in the Figure 18. 

 

 
Figure 18. Distribution of Energy Consumption in BaU Data Centre 

 

The cooling power follows the pattern of the IT power consumption which is 

dependent on the IT utilization workload. In such case, when the IT workload 

increases, the cooling air supply is also increased, following the demand. The 

cooling consumption in February is lower than for instance in January because 

in February there’re 28 days while January has 31 days. It can be also refined 

from figure 19 that the cooling energy in configuration A1 constitutes to the 

largest portion of the annual energy consumption, measured at 35.73 GWh 

(i.e., 55.8% from total DC consumption). Cooling energy in an inefficient DC 

energy system contributes to more than a half of the DC’s total energy con-

sumption [56, 59]. Remarkably, reducing cooling consumption is critical to 

achieve an efficient DC energy system. In fact, the cooling consumption in 

configuration A1 is operated without considering both FC and WHR. The 
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comparison of cooling consumption in different system configurations is 

demonstrated by the following figure 19.  

 

 
Figure 19. Comparison of Cooling Consumption in Different Configurations 

 

When comparing cooling consumption within different configurations, con-

figuration A1 is the least efficient. When FC is included in configuration A2, 

the annual cooling consumption is reduced by 43.91% to 20.04 GWh. During 

wintertime when the outdoor temperatures are low, the monthly reduction can 

reach 69.8% (i.e., in December, from 2.97 GWh to 0.89 GWh). Mostly in 

summertime, FC system can’t accommodate the demand to supply cold air to 

DC which results in the higher energy consumption following the baseline. 

On the other hand, configuration A3 has much lower and constant cooling 

power compared to configuration A1 and A2. With the WHR included in con-

figuration A3, the inlet temperature going into CRAH system becomes lower 

due to the heat exchange from waste heat capture (i.e., 𝑇𝑅𝐴 becomes 𝑇𝑅𝐴_𝑜𝑢𝑡 

and 𝑇𝑅𝐴_𝑜𝑢𝑡 is lower than 𝑇𝑅𝐴). It’s worthwhile to note that the cooling con-

sumption in configuration A3 is based on the WHR model explained in sub-

chapter 3.2.4. In that case, the heat capture model converts 𝑇𝑅𝐴_𝑜𝑢𝑡 into its 

highest temperature drop which is nearly the same with 𝑇𝑆𝐴 before going into 

CRAH. With the return air entering CRAH being closer to supply air temper-

ature, the lower energy consumption in the CRAH can be accomplished be-

cause the energy needed to produce chilled water in the CRAH system to cool 

down the return air is also lower. 

 

The cooling power consumption in figure 19 is applied with the same baseline 

temperature (i.e., TMY profile) for each configuration. To provide more con-

texts on how the outdoor temperatures influence the cooling power 
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consumption, configuration A2 is examined with four different climate con-

ditions as of figure 20. 

 

 
Figure 20. Cooling Energy Consumption of Configuration A2 within Different Cli-

mate Conditions 

 

As can be seen in figure 20, the same monthly pattern of FC system occurs in 

each climate condition, being always lower in the wintertime than summer-

time. The climate condition in RCP8.5 shows the highest cooling consumption 

compared to TMY, RCP2.6, and RCP4.5. The worst climate condition (i.e., 

RCP8.5) has the highest rising temperature, leading to higher cooling con-

sumption to compensate such higher outdoor temperature. Annual cooling en-

ergy consumption of configuration A2 in RCP8.5 condition is measured at 

22.2 GWh, compared to 20.04 GWh in TMY condition. Considering this re-

sult, the effect of climate change is existed to DC cooling system but not sig-

nificant. The distribution of annual cooling energy consumption for each con-

figuration can be summarized in the figure 21 which is plotted in the same 

climate condition (i.e., TMY). 
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Figure 21. Summary of Annual Cooling Energy Distribution within Each Configura-

tions 

 

From figure 21, one can see a significant reduction in both chiller and CRAH 

consumption by moving away from configuration A1. The greatest reduction 

is observed in configuration A4. Waste heat from CRAH’s cooling energy is 

recovered in configuration A3 and A4, saving significant amount of cooling 

energy. With FC included in the system, further reduction can be accom-

plished by configuration A4 in saving CRAH cooling energy.  

 

The annual cooling energy reduction in configuration A3 reaches 67.14% 

from the configuration A1 as the baseline (i.e., from 35.73 GWh to 11.74 

GWh). Furthermore, it can be also seen that the combination of WHR and FC 

in configuration A4 generates the lowest cooling consumption among all con-

figurations. Cooling consumption in configuration A4 peaks during summer-

time and reaches the equivalent consumption with configuration A3 due to 

such high outdoor temperature which prevents free cooling system to supply 

the desired cold air to DC servers. By using configuration A4, the annual cool-

ing energy from the baseline can be further decreased by 75.1% to 8.89 GWh. 

On one specific hand, configuration A2 with free-cooling mode can be 

deemed typical in Sweden (i.e., taking advantage of cold climate outdoor tem-

perature). Accordingly, when the comparison is made from the perspective of 

configuration A2, the reduction of cooling consumption by transitioning from 

configuration A2 to A4 will reach 55.61% (from 20.04 GWh to 8.89 GWh). 

4.2 Waste Heat Recovered to DHN 

 

The reduction of cooling energy in configuration A3 and A4 is achieved by 

waste heat recovery system in the hot aisle compartment of DC’s server racks. 

The recovered cooling waste heat in configuration A3 and A4 is boosted by 
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heat pump before being supplied to the DHN. The annual heat pump energy 

is measured at 4.95 GWh while the recovered cooling energy from the CRAH 

stands at 17.65 GWh. The monthly heat supply profile to DHN for each heat 

supply scenario can be seen in figure 22.  

 

 
Figure 22. Heat Supply to DHN within Different Heat Supply Scenarios 

 

All-Heat supply scenario demonstrates the highest heat supply compared to 

Market-Limit and Price-Limit with annual waste heat supply of 22.45 GWh. 

It can be explained because all recovered waste heat can be injected to DHN 

with All-Heat. In Market-Limit, the DC owners are constrained to specific 

condition as they are only allowed to supply heat to DHN when the outdoor 

temperature is 12⁰C or below, while in Price-Limit, the DC owners will only 

supply heat if the revenue of selling heat is positive. Lower heat supply to 

DHN occurs during summertime for both Market-Limit and Price-Limit. For 

instance, the heat supply in June with Market-Limit can only reach 0.43 GWh 

or around 24% from its original waste heat of 1.82 GWh. This can be ex-

plained as higher outdoor temperatures during summertime which cause lower 

heat demand in DHN supply line. This specific amount, however, is still 

higher than Price-Limit in the same month, which only stands at 0.178 GWh. 

Low heat supply in Price-Limit occurs also during summertime because the 

revenue of selling heat during low demand can’t offset the electricity cost to 

drive the heat pump compressor. The heat price in higher outdoor temperature 

(i.e., summertime) is also lower than wintertime as it can be seen from previ-

ous figure 17. Hence at the same time, it’s not profitable should DC owners 

sell the heat with lower revenue while absorbing electricity from the grid is 

also costly. During wintertime when the heating demand is at its peak, almost 

all DC waste heat can be injected to DHN. It can be seen for instance in De-

cember, January, and February where heat supplies in both Market-Limit and 
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Price-Limit can reach its maximum from the available waste heat from All-

Heat. 

 

It is worthwhile to note that the heat supply profile depicted in figure 22 de-

pends solely on the same climate condition and electricity price. The relation-

ship between different climate conditions and how it affects the heat supply to 

DHN can be demonstrated by the following figure 23. 

 

 
Figure 23. Heat Supply to DHN of Market-Limit within Different Climate Condi-

tions 

 

As it is also expected from figure 23, the effect of climate change doesn’t 

contribute significantly to the accumulation of heat supply in general. Annual 

heat supplies of each climate condition are calculated 15.31, 14.26, 14.17, and 

13.57 for TMY, RCP2.6, RCP4.5, and RCP8.5 respectively. However, it’s still 

worthy to emphasize that there’s still a variation of heat supply comparing the 

different climate condition. The lowest heat supply with climate condition 

RCP8.5 is obtained, particularly during summertime due to its highest outdoor 

temperature. RCP8.5 in comparison with TMY possesses lower heat supply 

because of the higher outdoor temperature that causes lower temperature in 

DH supply network. Most of the wintertime though, each climate condition 

injects almost the same amount of heat. After wintertime, it then starts declin-

ing from spring to summertime with the different trendline profile seen on 

each climate condition. For instance, in May, the RCP8.5 is measured at 0.68 

GWh which is 34% lower than TMY of 1.03 GWh. From the result, it can be 

refined that the higher the outdoor temperatures (i.e., the higher climate con-

dition), the lower the amount of heat supply to the DHN even though the 

amount isn’t too significant annually. 
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On one specific hand, the other variable tested is the difference in electricity 

price which also influences the heat supply to DHN according to Price-Limit 

scheme. The presence of electricity on how it affects the heat supply can be 

referred to figure 24. 

 

 
Figure 24. Heat Supply to DHN of Price-Limit within Different Electricity Prices 

 

It’s important to note that the Price-Limit supply as in figure 24 is plotted in 

accordance with the same climate condition. By utilizing 5 historical electric-

ity data as the changing variable, the monthly pattern of heat supply also fol-

lows the same seasonal behaviour, in which during summertime the supply is 

lower compared to wintertime. However, the annual amount of supplied heat 

varies significantly within different applied electricity prices. For instance, it 

turns out that should the heat pump be operated using electricity in 2022, the 

annual heat supply to DHN will drop by 58.3%, from 22.45 GWh (as per All-

Heat scenario or baseline) to only 9.36 GWh. This Price-Limit scenario based 

on 2022 electricity result can be compared for example, with the heat supply 

following electricity price of 2019, at which the annual heat supply can reach 

13.46 GWh. The annual average wholesale electricity prices were in fact 

460.88, 406.75, 221.28, 671.61, and 1382.12 SEK/MWh for all five consecu-

tive years (i.e., from 2018 until 2022 respectively) [36]. The annual average 

wholesale electricity price in 2022 is much higher than in 2019. In other 

words, the higher the electricity price, the lower the heat supply if one should 

consider supplying heat to DHN with Price-Limit. Furthermore, this result 

clearly informs that electricity price has greater impact than the climate con-

dition in terms of influencing the amount of heat supply to DHN. To capture 

the understanding of correlating both variables (i.e., electricity price and cli-

mate condition) at the same time, figure 25 sums up the annual heat supply for 

all scenarios. 
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Figure 25. Summary of Annual Heat Supply to DHN within applicable climate con-

ditions and electricity prices 

 

Price-Limit in figure 25 is developed to such extent should the heat supply be 

based on different climate conditions, while Market-Limit is originally set ac-

cording to previous explanation. All-Heat has very minor influence with dif-

ferent climate conditions as the heat supply is based upon IT equipment work-

load in the server racks. Oppositely, there’s an influence on raising outdoor 

temperatures which can be demonstrated by Market-Limit and Price-Limit. 

Both heat supply scenarios when tested with different climate conditions 

clearly show the decreasing trendline from low average outdoor temperature 

(i.e., TMY) to higher average outdoor temperature (i.e., until RCP8.5). For 

instance, the annual heat supply in Market-Limit stands at 15.31 GWh with 

TMY condition before declining by 12.7% to 13.57 GWh with RCP8.5 con-

dition. Price-Limit by using electricity data of 2018 also demonstrates the de-

crease by 15.3% in heat supply from 13.44 GWh with TMY condition to 11.65 

GWh with RCP8.5 condition. This phenomenon shows that the higher the out-

door temperature, the lower the annual heat supply to DHN within Market-

Limit and Price-Limit. 

 

On the other hand, electricity price plays more significant roles in terms of 

heat supply to DHN. The lowest heat supply is seen in Price-Limit with 

RCP8.5 climate condition using electricity price in 2022, which is decreased 

by 64.6% to only 7.94 GWh from 22.45 GWh of the baseline. It’s been ex-

plained beforehand that the average electricity price in 2022 was the highest 

among other four years, meaning that the annual heat supply to DHN also is 

the lowest if one should consider Price-Limit which is very sensitive to elec-

tricity price. When the heat revenue can’t offset the electricity cost to drive 

heat pump compressor, then there will be no heat injection to DHN with Price-

Limit. An extreme situation where electricity could be higher than 2022 will 



 48 

lead into much lower heat supply than the baseline. The following figure 26 

displays the performance evaluation of different heat supply scenarios to 

DHN, giving more context on how the heat supply is distributed in accordance 

with different outdoor temperatures and changes in DHN supply temperatures. 

 

 
Figure 26. COP and Heat Supply to DHN according to Outdoor Temperatures 

 

Figure 26 particularly demonstrates the heat supply distribution within differ-

ent range of outdoor temperature plotted with Coefficient of Performance 

(COP) of operating the heat pump. It can be refined from figure 26 that for 

each range of outdoor temperature, the lowest heat supply occurs in Price-

Limit using the highest electricity price (i.e., electricity in 2022). The amount 

of heat supply in Price-Limit using electricity price 2018 is still comparable 

with both All-Heat and Market-Limit until the outdoor temperature reaches 

9⁰C. It then starts becoming lower than All-Heat and Market-Limit when the 

outdoor temperature is at 10⁰C, and further there’s no heat supply with higher 

outdoor temperature. It’s worth noting that figure 26 is plotted in the same 

TMY condition and in that case, the outdoor temperature of beyond 10 ºC 

represents 39.35% of total yearly hours (i.e., 3447 out of 8760 hours per year). 

 

It’s also interesting to see that most of the available heat is still generated at 

peak loads. It’s not until the outdoor temperature starts to warm up, and par-

ticularly when the outdoor temperature reaches beyond 12 ⁰C, then there’s no 

heat injection within Market-Limit scenario. At certain level of outdoor tem-

perature (i.e., when the outdoor temperature in Stockholm reaches beyond 

10⁰C), it can be refined that it’s not profitable for DC owner to inject the heat, 

if one should consider heat supply method using Price-Limit, which is inferred 

by zero heat supply in the distribution profile when the outdoor temperature 

is more than 10 ⁰C. With Price-Limit supply scenario, it can be underscored 

that 40.18% of available waste heat from DC is not profitable should it be 

injected to DHN in the case of low electricity price (i.e., electricity in 2018). 

In the case when the electricity price is high (i.e., electricity in 2022), the 

amount of waste heat not injected to DHN increases to 58.57%. On the other 
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hand, in the case of heat supply with Market-Limit, 31.87% of DC available 

waste heat can’t be injected to DHN due to 12 ⁰C feed-in limit in the DHN. 

Figure 26 also informs us that the COP is sensitive to the change of DHN 

supply temperatures. Within low outdoor temperature (i.e., from -15 to 2⁰C), 

the COP representing the lowest case of DHN supply temperature stands at 

the highest magnitude. It can be refined that the higher the case of DHN supply 

temperature, the lower the COP line of the heat pump for WHR. In the lower 

case of DHN, the DH supply temperature is also lower, which means the heat 

pump compression work is also lower. This lower compression work leads 

into higher COP, referring to equation 25 (i.e., lower 𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝 makes the COP 

higher). In the same correlation, the higher case of DHN causes the higher DH 

supply temperature which leads into higher heat pump compression work and 

ultimately lower COP. DHN supply temperature increases with the decrease 

in the specific low outdoor temperature which is in-line with figure 16 before, 

causing higher thermal supply. This increase in thermal supply level increases 

the temperature lift of the heat pump which causes the heat pump to do more 

compression work. COP is getting lower with more heat pump compression 

work, referring to equation 25 (i.e., higher 𝑃𝐻𝑃.,𝑐𝑜𝑚𝑝 leads into lower COP). 

That explains why the COP line of high case being lower than the COP line 

of low case in specific low outdoor temperatures. 

4.3 Technical KPIs 

Previous chapter has demonstrated specific results on how cooling energy re-

duction is achieved in DC by means of WHR to DHN. Performance assess-

ment is needed for each given configuration to measure techno-economic ben-

efits that can be offered. The first part of performance assessment is geared 

towards primary technical KPIs which consist of PUE, ERF, and ERE. The 

secondary technical KPIs are denoted as 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, 𝑆𝑃𝐹𝐼𝑇, and HSPF. It’s 

worthy to note that ERF, ERE, 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, 𝑆𝑃𝐹𝐼𝑇, and HSPF are not applica-

ble to configurations A1 and A2 since both don’t have WHR from server 

racks, meaning no heat injection value to DHN (i.e., 𝑄̇𝐷𝐻 is zero). However, 

it’s worthwhile to compare all four configurations in terms of PUE value. PUE 

metric informs us the total power consumption of the whole DC system com-

pared to the power consumption of the IT Equipment only. PUE value stands 

more than 1 and is considered better with the lower value. The weekly PUE 

profile of each configuration within different seasons can be seen in the fol-

lowing figure 27. 
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Figure 27. PUE Weekly Profile of Each Configuration within Different Seasons 

 

PUE value in configuration A1 remains stable at 2.44 up to 2.68, regardless 

of the difference in outdoor temperature (i.e., comparing all four seasons). 

This happens because the cooling system in configuration A1 doesn’t incor-

porate free cooling system which is highly dependent on outdoor temperature 

condition. It can be also seen that at some points, PUE in configuration A2 is 

measured lower than both configuration A3 and A4. This occurs because the 

total DC energy consumption of configuration A3 and A4 also includes heat 

pump compressor for WHR, leading into higher numerator in PUE fraction 

than configuration A2. The fluctuations occurring in spring and autumn 

demonstrates the dynamic influence of outdoor temperature to the DC total 

energy consumption in terms of cooling. There’re times when the outdoor 

temperatures are low enough to enable free cooling which leads to cooling 

energy saving through the reduction of cooling consumption. On the other 

hand, PUE of configuration A4 is always either lower or the same with PUE 

of configuration A3. With the free cooling and waste heat recovery being ap-

plied in configuration A4, the cooling energy consumption in configuration 

A4 reaches its peak during summertime which has maximum value to config-

uration A3 level, as explained previously in sub-chapter 4.1. This condition 

leads into the same PUE value between configuration A3 and A4 in the sum-

mertime because the free cooling system is limited. The weekly PUE distri-

bution profile as shown in figure 27 helps emphasize the correlation between 

each DC’s power consumption in specific time, considering not only IT equip-

ment, but also DC’s cooling power and heat pump compressor power.  
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The highlighted information of PUE can be demonstrated by showing the 

summary of annual average PUE of all configurations as depicted in the figure 

28. 

 

 
Figure 28. PUE Summary within Different Configurations and Climate Conditions 

 

From figure 28, it can be refined that configuration A4 is the best performer 

with the lowest value of PUE. For example, in the same TMY condition, PUE 

of configuration A4 stands at 1.52, compared to 2.61, 1.95, and 1.64 for con-

figurations A1, A2, and A3 respectively. On one specific hand, the tested var-

iable for different climate conditions doesn’t change the PUE value signifi-

cantly. Despite the fact the total DC energy for configuration A3 and A4 also 

include the heat pump compressor because of WHR to DHN, it turns out the 

total energy consumptions of configurations A1 and A2 are still higher than 

configurations A3 and A4, which lead into higher PUE values. This can be 

explained as additional heat pump energy to recover waste heat can reduce 

DC’s cooling energy more than it uses, by reducing energy consumed by 

chiller and CRAH cooling system. The cooling consumption which consti-

tutes a significant portion of DC power consumption is getting lower from 

configuration A1 to configuration A4. 

 

From the PUE value, one can obtain an understanding that configurations A3 

and A4 perform better than configurations A1 and A2. However, since PUE 

metric doesn’t consider heat supply to DHN, one needs to also obtain in-depth 

insights about waste heat recovery variable (i.e., energy reused to DHN). The 

following KPI denoted as ERF informs us how much heat that is supplied to 

DHN compared to the total energy in data centre. The summary of annual 

average ERF values of all scenarios can be found in the figure 29. 
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Figure 29. ERF Summary within Different Configurations and Electricity Prices 

 

Higher ERF value is deemed better as it means the more DC’s energy is reused 

[51]. In general, configuration A4 has higher ERF value than the A3 despite 

the fact the difference is not significant. For instance, within All-Heat, the 

ERF value of configuration A4 is 0.61 compared to 0.57 in configuration A3. 

The effect of climate change is not significant as already explained in previous 

sub-chapter 4.2. Despite that fact, there’s still a contribution of the difference 

in outdoor temperature but not significant, hence not plotted in the figure. Due 

to that fact, it’s worthwhile to note that the plotted ERF summary above is 

solely focused on the same climate condition (i.e., TMY). The ERF value of 

All-Heat scenario is higher than the ERF of heat Market-Limit and Price-Limit 

scenarios because higher heat supply will lead into higher value in the ERF 

numerator fraction. On the other hand, the influence of electricity price is 

again discovered to have more significance when comparing electricity price 

between 2018 and 2022 for instance. The electricity price with higher annual 

average will generate less amount of heat supplied to DHN, which also means 

the lower ERF. The best ERF performer goes to configuration A4 with All-

Heat scenario, reaching the annual average ERF value of 0.61. The lowest 

ERF value of 0.26 is generated by configuration A3 should the heat be sup-

plied with Price-Limit and applied with electricity price of 2022. It can be 

refined in other words that the higher electricity price will further result in the 

lower ERF. 

 

The next KPI pertains to ERE which correlates the ERF and PUE metrics ac-

cording to the equation 30 before. The annual average of ERE values within 

different configurations, climate conditions, and electricity prices can be sum-

marized with the following figure 30. 
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Figure 30. ERE Summary within Different Configurations and Electricity Prices 

 

As it can be seen from figure 30, the ERE of configuration A4 with All-Heat 

supply is the best performer because of its lowest value, measured at 0.59. 

ERE with lower value is considered better. For ERE, the range is 0 to infinity 

and it allows values of less than 1.0 [51]. An ERE of 0 means that 100% of 

the DC’s energy is reused. Comparing the different electricity price in the 

same climate condition, one can see the high influence of the electricity price 

on ERE value. The highest ERE value of 1.26 goes to configuration A3 with 

Price-Limit supply, using electricity in 2022. It can be refined that lower elec-

tricity price leads into lower ERE. For instance, from that previous ERE value 

of 1.26, the number will change into 1.09 if one should change the electricity 

price from 2022 to 2018 in the same climate condition and heat supply sce-

nario. That electricity change is translated into 12.6% of difference in ERE 

value. The result informs us that the electricity price also plays roles in chang-

ing the KPI performance, in this case the ERE metric itself. 

 

Even though the ERE value compliments ERF value in such way that they 

both result in the same configuration which has the best performance (i.e., 

configuration A4 using All-Heat scenario in TMY condition), but as stated by 

Oltmanns J. et al., the disadvantage of this approach is that different exergy 

level leads into the difference between the different energy forms in terms of 

their quality [52]. More proper and in-depth analysis regarding the energy re-

used is hereby proposed. In this way, it’s emphasized that one should incor-

porate secondary technical KPIs; 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, 𝑆𝑃𝐹𝐼𝑇, and HSPF to understand 

how much the energy brought to DC is reused (𝑄̇𝐷𝐶) when compared to spe-

cific parameters; namely the DC’s heat margin consumption, IT equipment, 

and the heat pump compression for DHN purpose. The denominator of 

𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 fraction is called the heat margin which results from subtracting 

the total energy in DC (𝐸̇𝐷𝐶) and the IT equipment (𝐸̇𝐼𝑇), as explained in 
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previous sub-chapter 3.3.1. It’s worthwhile noting that only the 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 

value can be applied to configurations A3 and A4 since it involves different 

cooling power consumptions between those two configurations. On the other 

hand, the 𝑆𝑃𝐹𝐼𝑇 and HSPF are the same for both configurations A3 and A4 

(i.e., both the fractional numerator and denominator are the same due to the 

same IT and heat pump compression power). The values of 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, 

𝑆𝑃𝐹𝐼𝑇, and HSPF are mathematically bounded from 0 to infinity. Figure 31 

summarizes the annual average of HSPF, 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, and 𝑆𝑃𝐹𝐼𝑇 within dif-

ferent configurations, climate conditions, and electricity prices. 

 

 

 
Figure 31. Summary of Secondary Technical KPIs: HSPF and 𝑆𝑃𝐹𝐼𝑇 (top); and 

𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙  (bottom)  

 

From figure 31, All-Heat supply always generates the highest value for each 

SPF category. It can be also seen that in terms of magnitude, the HSPF metric 

stands at the highest, followed by 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 and 𝑆𝑃𝐹𝐼𝑇 respectively. The 

effect of climate outdoor temperature is also neglected as per previous results 

in sub-chapter 4.2. While on the other hand, changing the electricity price 
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again influences each of SPF category in the way that the higher electricity 

price will lead into lower SPF value accordingly.  

 

With 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, one can compare the performance between configuration 

A3 and A4. The higher 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 value of more than 1 means the energy 

that is reused is bigger than the marginal heat energy brought into DC’s sys-

tem. Configuration A4 has higher 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 value than A3 in the same con-

dition. For instance, with Price-Limit scenario using electricity price in 2018, 

the configuration of A4 reaches 1.31, compared to 0.86 in configuration A3. 

Again, with this metric, the best performer is awarded to configuration A4 

with All-Heat scenario. It can be seen from its value which is measured at 

1.89, being the highest value for 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙. The influence of higher electric-

ity price (for instance, changing electricity price from 2018 to 2022) will lower 

its value because of lower heat supply to DHN as previously explained in sub-

chapter 4.2. The lower heat supply to DHN means the lower energy reused in 

the DC (i.e., lower 𝑄̇𝐷𝐻 as the numerator), leading to lower 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 value. 

The lowest 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 value belongs to configuration A3 with electricity 

price 2022 which stands only at 0.6.  

 

From the given SPFs results, one can also understand how valuable the recov-

ered waste heat compared to the energy consumption in DC. From HSPF 

standpoint, it can be informed that the reused energy can reach up to 4.5 times 

higher than the heat pump compression energy. From 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 perspective, 

it can be understood that the reused energy can be worth 1.89 times higher 

than the marginal heat of data centre. However, from the 𝑆𝑃𝐹𝐼𝑇 perspective, 

the reused energy is lower than IT energy consumption, inferred by its value 

which is lower than 1 (i.e., 0.91 using All-Heat supply in TMY condition,). 

The IT equipment consumption is lower than the total DC energy but higher 

than for instance the heat pump power consumption, and hence, the HSPF 

value becomes higher than 𝑆𝑃𝐹𝐼𝑇 since the fractional denominator in HSPF is 

lower than 𝑆𝑃𝐹𝐼𝑇. Recalling the previous result of ERF (i.e., for the same con-

figuration A4 in TMY condition), the ERF value is also measured at 0.61 (i.e., 

lower than 1 as well). It can be translated in other words that the reused energy 

is worth 91% from the total IT equipment consumption and 61% from DC 

total energy consumption. In general understanding, those three SPFs compli-

ment the previous KPIs, giving the clear result that configuration A4 with All-

Heat supply in TMY condition is the best performer due to its highest value 

in each SPF category.   
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4.4 Economic KPIs 

The result of economic KPI is presented by the calculation of lifecycle opera-

tional expense (i.e., Lifecycle OPEX or LCO) which has been formulated in 

the previous sub-chapter 3.3.2. The calculation of LCO for each configuration 

uses 3% discount rate. The operational lifetime for heat selling to DHN refers 

to an initial contract between Stockholm Exergi and heat supplier which typi-

cally runs for 10 years [57]. Figure 32 shows the LCO results for each config-

uration within different electricity prices. 

 

 

 
Figure 32. LCO Comparison for Each Configuration 
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From the figure 32, the LCO of configuration A1 using electricity price in 

2022 is the highest among other configurations. The effect of climate change 

is neglected due to insignificant influence on the LCO, following the previous 

results. On the other hand, there’s a significant influence in terms of using 

different electricity price, in such way that the higher electricity price will also 

lead into higher LCO. In that case, the highest electricity price (i.e., electricity 

in 2022) constitutes to the highest LCO and the lowest electricity price (i.e., 

electricity in 2020) to the lowest LCO.  

 

From such monetary value perspective, running DC in BaU scheme (i.e., con-

figuration A1) is not preferable due to its high LCO. For instance, LCO in 

configuration A1 is measured at 748 million SEK by using 2022 electricity 

data. Should DC owner convert their DC cooling system by using free cooling 

(i.e., moving from configuration A1 to A2), the LCO can be reduced to 583 

million SEK, or in other words, a decrease in LCO by 22% in the same con-

dition of climate and electricity price. Furthermore, if DC owner should con-

sider both using free cooling and recovering their waste heat to DHN at the 

same time with Market-Limit scenario (i.e., moving from configuration A1 to 

A4 at Market-Limit heat supply scenario), the LCO can be decreased by 

46.8% to 398 million SEK. It can also be refined that in terms of heat supply 

to DHN (i.e., applied to only configuration A3 and A4), the lowest LCO is 

seen within the Price-Limit supply. The reason of this can be explained as heat 

supply with Price-Limit scenario only supplies the heat when the revenue of 

heat supply to DHN is higher than the electricity absorbed by the heat pump 

to upgrade the waste heat. For instance, the LCO will become 363 million 

SEK by using Price-Limit scenario compared to previously 398 million SEK 

of using Market-Limit scenario within the same configuration A4. On the 

other hand, heat supply with All-Heat scenario injects all available waste heat 

without considering the cost to run the heat pump while heat supply with Mar-

ket-Limit just covers the cost of electricity for the heat pump when selling the 

low amount of heat during summertime.  

 

The parameter of LCO provides useful information regarding the maximum 

capital expenditure (CAPEX) that one can consider when the investment of 

WHR for DHN is made. Figure 33 demonstrates a sensitivity analysis of the 

discount rate for the calculated LCO within different configurations.  
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Figure 33. Discount Rate Sensitivity Analysis 

 

It’s worthwhile to note that figure 33 is plotted in accordance with electricity 

price in 2022 which also represents the latest electricity data of the time that 

this thesis is written. 3% is the nominal rate used in the LCO analysis as the 

chosen lower benchmark and marked with a red bar. The sensitivity analysis 

of having different discount rate is plotted to give multiple benchmarks if one 

should consider different discount rate to accept the maximum CAPEX when 

transitioning to specific configuration. For example, assuming the discount 

rate of 3% and electricity price of 2022 in RCP8.5, if DC owner should con-

sider moving from configuration A1 to A4 with Price-Limit supply, the dif-

ference in LCO between those two configurations will be 377 million SEK, 

which can be also deemed as the maximum CAPEX that can be afforded by 

the DC owner for the calculated 10 years lifetime. The higher discount rates 

will lead into lower LCO and favour lower CAPEX with more costs deferred 

to the future. For instance, using 15% rate in the same conditions from previ-

ous explanation (i.e., configuration A1 to A4 with Price-Limit supply in 

RCP8.5), the maximum CAPEX will decrease by 41.16% to 222 million SEK.  

 

On the other hand, it’s deemed more important to give broader context in the 

case of Stockholm which is situated in the cold climate region (i.e., compatible 

for using free cooling as represented by configuration A2). Hence, the sum-

mary of maximum CAPEX to transition from configuration A2 to both con-

figuration A3 and A4 can be summarized in the following figure 34.  
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Figure 34. Maximum Theoretical CAPEX to transition from configuration A2 to 

configuration A3 and A4 
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It can be seen from figure 34 that the maximum CAPEX for configuration A4 

is higher than configuration A3. This can be explained as the LCO in config-

uration A4 is lower than configuration A3 as already mentioned in the result 

of previous figure 32. It can be also refined that maximum CAPEX with Price-

Limit supply is also higher than Market-Limit supply in the same year of elec-

tricity price being used. The lower the LCO, the higher the potential saving in 

the system configuration which leads into higher amount of maximum 

CAPEX that one can consider. It can be seen from figure 34 that, should the 

electricity in 2018 be adapted, the maximum CAPEX for DC owner to transi-

tion from configuration A2 to configuration A4 is 86 million SEK within Mar-

ket-Limit supply condition. The Market-Limit supply represents the current 

ODH business-model in Stockholm as previously explained in sub-chapter 

3.4. On the other hand, should the case of electricity in 2022 be used, the max-

imum CAPEX will increase by 15.11% to 185 million SEK (i.e., from previ-

ously 86 million SEK in the same heat supply with Market-Limit).  

 

The LCO results produce different economic outcomes in terms of possibili-

ties. The LCO will increase if the electricity prices remain high, for instance 

when the electricity price stands at 2022 level compared to 2018 or 2019. On 

the other hand, the climate outdoor is still a less critical variable. According 

to figure 32, the best performer of economic KPI belongs to lowest LCO 

which is awarded to configuration A4 with Price-Limit supply by using elec-

tricity price 2020, and this is only specific choice of condition with given en-

vironmental conditions that a DC is responding to. Recalling the results from 

previous technical KPIs, the best performer eventually goes to configuration 

A4 with All-Heat supply within the same electricity price. In other words, 

there’s a difference in awarding which heat supply scenario is the best per-

former, in terms of technical and economic KPIs. Despite that fact, to such 

extent, all KPIs agree that configuration A4 is the best performer with both 

lowest electricity price (i.e., electricity in 2020), and lowest climate outdoor 

temperature (i.e., TMY condition). In that case, one needs to be provided with 

additional context on how new insights from different perspective can be ob-

tained when comparing All-Heat and Price-Limit scenarios. Figure 35 pro-

vides sensitivity analysis to help understand if different DHN supply temper-

atures are applied, then how it affects both the LCO of Price-Limit and All-

Heat supply scenarios. 
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Figure 35. Sensitivity Analysis of DHN Supply Temperature to Heat Supply Sce-

nario and LCO using Electricity Price in 2020 

 

The DHN supply temperature is varied into five different cases according to 

previous explanation in sub-chapter 3.4. From the sensitivity result in figure 

35, it can be seen that when the DHN supply temperature is made higher from 

the baseline, there’s an increase in the amount of heat supplied for both All-

Heat and Price-Limit scenarios, but the difference is small. For instance, the 

change of heat supply with Price-Limit and All-Heat from the baseline to the 

high case of DHN supply temperature is only 0.8% and 0.48% respectively. 

With this small percentage, it can be refined in other words that heat supply 

in DC is very insensitive to DH network temperatures. DC that supplies more 

heat with higher DHN supply temperature is compensated by lower COP as 

previously explained in the figure 26. It’s been demonstrated that lower COP 

of WHR heat pump is related to the higher case of DHN supply temperature. 

On the other hand, when the supply temperature in the network is decreased, 

the amount of DC waste heat that can be injected to DHN will also be de-

creased, resulting in lower heat supply for both scenarios, but again this num-

ber is insignificant (i.e., -0.71% and -0.42% for Price-Limit and All-Heat sup-

ply scenarios respectively). The results inform us that heat supply with Price-

Limit is more sensitive to the change in DHN supply temperature than All-

Heat scenario; but from the magnitude perspective, it’s not significant. The 

same thing also applies in the context of heat supply in DC which is also not 

too sensitive to the change of DH network temperatures. 

 

On the other hand, with higher supply temperature, the LCO for both All-Heat 

and Price-Limit scenarios decrease because of the higher heat revenue that can 

be harnessed from selling more heat in higher DHN supply temperature. This 
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higher revenue through heat selling reduces the operational cost, leading to 

lower LCO as well. It’s also interesting to see that how vulnerable Price-Limit 

supply is to the change in supply temperature compared to All-Heat supply. 

The sensitivity in high case shows that there’s a decrease in LCO by -0.9% for 

Price-Limit supply compared to -0.05% for All-Heat supply. And again, this 

informs us that there is a very limited relationship between the change in DHN 

supply temperature and the LCO. With the heat pump being less efficient due 

to the increase in the heat injection and when the DC can filter the profitable 

hours, it also means that it can generate more profits on the profitable hours. 

On the other hand, one can also recall the previous figures 22 in which the 

amount of heat supplied with Price-Limit is lower than All-Heat. Even though 

the change in heat supply for Price-Limit is greater than All-Heat scenario, but 

the heat accumulation with Price-Limit will always be lower than All-Heat 

supply as the baseline (i.e., All-Heat is the maximum waste heat available 

from DC that can be reused).   
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5. Discussion 
 

In the results of chapter 4.1, it’s well noted that configuration A1 is the least 

efficient compared to the other configurations. Being the largest power con-

sumer in DC, the cooling system in configuration A1 results in 55.8% of total 

energy consumption. Data centre shouldn’t consider running the business in 

BaU scheme (i.e., configuration A1) compared to other configurations. The 

annual cooling energy from the baseline can be decreased by 75.1% (i.e., from 

35.73 GWh to 8.89 GWh) in configuration A4 by doing both waste heat re-

covery and free cooling. If the benchmark is made to configuration A2 (i.e., 

using free cooling), the associated cooling energy can be reduced by 55.61% 

(i.e., from 20.04 GWh to 8.89 GWh) in configuration A4. With configuration 

A4, waste heat is reused, and the free cooling (FC) saves the energy consump-

tion by taking advantage of cold outdoor air to replace the cooling energy that 

would otherwise require CRAH to produce the chilled water to cool down the 

supply air. 

 

In the results of chapter 4.2, the converted cooling energy into waste heat re-

covery for DHN purpose has been developed into three different heat supply 

scenarios. The annual heat supplies in this thesis work are measured at 22.45, 

15.31, and 13.44 GWh for All-Heat, Market-Limit, and Price-Limit scenarios 

respectively which represent 3.15 MW of IT power rating used in this thesis 

work. The amount of heat supply to DHN will always differ from one case to 

another, depending on the contract between the DHN operator and the DC 

owners. For example, Yandex DC in Mäntsälä, Finland with IT capacity of 10 

MW is reported to have annual recovered waste heat of around 20 GWh [58]. 

Tieto DC is Espoo, Finland with 2 MW of IT capacity has the amount of re-

covered waste heat estimated at 30 GWh per annum [58]. It can be said in 

other words that there’s no such general rule on how much waste heat can be 

injected to DHN per MW of IT capacity. This thesis work has provided mul-

tiple scenarios and conditions to support the decision making by doing techno-

economic analysis of recoverable waste heat from DC. The final heat supply 

that the DHN can purchase from DC owner is dependent on the unique busi-

ness case. 

 

In this study, each heat supply scenario to DHN is examined with different 

electricity prices and outdoor temperatures. The main result has been high-

lighted, in which the electricity price has more significant impacts than the 

outdoor temperature to influence the amount of heat supplied. From the result 

of performance evaluation of heat supply as the function of outdoor tempera-

ture, it has been underscored that at certain level of outdoor temperature (i.e., 

when the outdoor temperature in Stockholm reaches beyond 10⁰C), it’s not 

profitable for DC to inject the heat, if one should consider heat supply method 
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using Price-Limit in that condition. From the result, it’s also observed that 

COP of heat pump increases with the rising outdoor temperature, ranging from 

2.27 to 4.96 for the plotted outdoor temperature from -15⁰C to 31⁰C. The over-

all increase in COP to the overall increase in outdoor temperature is also seen 

in the heat pump model conducted by Jeter S.M. et al. [55].  

 

In chapter 4.3, the results of six different technical KPIs have also been ana-

lysed for each applicable configurations within different conditions. An inef-

ficient DC’s energy system according to Research Institutes of Sweden (RISE) 

results in PUE value of 1.8 until 2.5 or higher [54]. Moving from configuration 

A2 to A4 in this case brings PUE value from 1.95 to 1.52, which means sig-

nificant reduction of DC energy consumption is achieved in configuration A4. 

On the other hand, the further result also confirms that configuration A4 with 

heat supply All-Heat has the highest ERF value, reaching 0.61 in TMY con-

dition. ERF value of above 50% is also seen in the WHR case study of one of 

data centres in Barcelona, Spain conducted by E. Oró et al. [24]. The ERF 

result clearly informs that more than half of DC energy consumption can be 

reused for heat supply to DHN (i.e., ERF 0.61). On the same hand, the confir-

mation of that ERF result is also in-line with ERE which also states that con-

figuration A4 with All-Heat supply in TMY condition as the best performer, 

with ERE value measured at 0.59. It can also be refined from the results that 

the influence of outdoor temperature is less significant than the electricity 

price for both ERF and ERE. Unlike ERF which always considers the highest 

value, the ERE in contrast considers the lowest value as the best performer.  

 

However, the disadvantage of this ERE approach is the difference in exergy 

level as mentioned by Oltmanns J. et al. [52]. The thesis has suggested three 

additional performance metrics as secondary KPIs to replace ERE. The para-

metrical evaluation of ERE is similar with PUE, looking for lowest values for 

both. Furthermore, both ERE and PUE have the same fractional denominator, 

that is the IT energy consumption. Moreover, the highlighted results of PUE, 

ERF, and ERE are the same, confirming configuration A4 as the best per-

former. To avoid the exergy complexity in ERE, the thesis has revisited that 

it’s sufficient to emphasize PUE and ERF as the primary technical KPIs which 

just need to be further analysed with secondary technical KPIs, namely 

𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, 𝑆𝑃𝐹𝐼𝑇, and HSPF. Those KPIs are reliable when tested with dif-

ferent outdoor temperatures and electricity prices. The same observation is 

seen in the way that electricity price has greater influence than the outdoor 

temperature for the given KPIs. The higher both climate outdoor temperature 

and electricity price, the worse the SPFs metrics accordingly. In addition to 

that, secondary technical KPIs have complimented primary technical KPIs, 

giving the same results that configuration A4 with All-Heat supply in TMY 

condition is the best performer due to its highest value in each SPF category. 
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It’s also interesting to see that according to economic KPI (i.e., using LCO), 

the best performer goes to the lowest LCO which is configuration A4 with 

Price-Limit supply using electricity price of 2020. While on the other hand, 

the best performer according to technical KPIs belongs to configuration A4 

with All-Heat supply. Despite that fact, both technical and economic KPIs 

agree that configuration A4 in TMY condition should be considered by DC 

owner as the chosen system configuration. Price-Limit supply (i.e., inject the 

heat when the heat selling revenue is positive) is deemed more favourable in 

terms of better LCO than in All-Heat supply. This can be explained as the heat 

supply in All-Heat is not dependent on the electricity price. Heat supply in 

Price-Limit reduces the operational cost by only operating heat pump when 

the heat selling to DHN can offset the price of electricity. With the lowest 

electricity price used (i.e., electricity in 2020), one can see a significant reduc-

tion in LCO compared to both All-Heat and even Price-Limit using higher 

electricity price (e.g., electricity in 2022). On the other hand, All-Heat sce-

nario injects all available waste heat to DHN regardless of the profitability of 

selling the heat itself (i.e., no consideration of electricity cost to operate the 

heat pump). Different conclusion between technical and economic results is 

commonly seen in the research studies. For example, even though the metrics 

of the primary energy reused can be above 50%, it turns out that the economic 

analysis performed for a specific 1 MW data centre located in Barcelona 

(Spain) demonstrates the non-viability of heat recovery integration in most of 

the conventional air-cooled data centres [24]. In that case, they considered 

capital expenditure (CAPEX) and operational expenditures of heat recovery 

solutions [24]. The results in this thesis work may vary since it doesn’t con-

sider full investment analysis. However, the specific result of maximum the-

oretical CAPEX has been presented as of figure 34. The result has provided a 

theoretical amount of maximum capital investment that DC owners can pur-

sue, should they transition from configuration A2 to configuration A3 and A4. 

It’s worthwhile to note that the result is specifically applied to the case of 

Stockholm ODH in Sweden. Different electricity prices, climate conditions, 

applicable DHN cases within different regions may lead into different results.  

 

It can also be refined from the results that the difference between technical 

and economic conclusion is only addressed to the heat supply scenario stand-

point. The sensitivity analysis has been conducted to provide more insights on 

how the heat supply scenario will affect the LCO as the economic parameter 

in accordance with the change in DHN supply temperature. Even though the 

amount of heat supplied by Price-Limit is lower than All-Heat scenario, but 

the sensitivity indicates that the LCO in Price-Limit can be made lower with 

higher supply temperature in DHN. All-Heat supply is less sensitive to the 

change in supply temperature than Price-Limit supply since it’s not dependent 

on the change in electricity price to operate the heat pump in meeting the 

higher heating demand.  
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6. Conclusions  
 

This thesis project has demonstrated technical and economic analysis of Data 

Centre (DC) being prosumer in district energy systems in Stockholm region. 

The maximum recommended capital expenditure (CAPEX) for DC’s owner 

in Stockholm to transition from “free-cooling only” to both using “waste heat 

recovery and free-cooling” configuration is 86 million SEK for the case 

should electricity in 2018 be adapted. In the case when higher electricity price 

(i.e., electricity in 2022) is applied, the maximum recommended CAPEX will 

be 185 million SEK. The results obtained in this thesis project have given new 

insights to DC owners on why they should consider recovering DC’s waste 

heat to District Heating Network (DHN) for the case of Stockholm region. 

 

The research questions particularly ask these followings: 

1. In which system configuration will the DC energy system produce the 

most favourable performance? 

2. What techno-economic benefits will the configuration(s) have when 

compared to stand-alone DC without waste heat recovery? 

3. How do outdoor temperature and electricity price influence the per-

formance of each system configuration? 

 

To the first question, a DC with free cooling and waste heat recovery is the 

best system configuration that DC owners should choose when deciding to 

transition their DC energy system into more energy efficient. Both the free 

cooling and waste heat recovery contribute to better energy performance in 

DC by saving cooling energy and reusing energy that would otherwise be 

wasted (i.e., upgrading the waste heat to DHN). 

 

To the second question, the techno-economic benefits can be refined from the 

conclusions obtained in both technical and economic performance. Configu-

ration with free cooling and waste heat recovery has shown that it can reduce 

energy consumption by 55.6% from the DC using free-cooling system only 

by recovering the cooling waste heat and using free cooling in DC system. 

Power Usage Effectiveness (PUE) is also decreased from 1.95 to 1.52 and the 

Energy Reused Factor (ERF) value indicates that the reused energy can reach 

61% from DC total energy consumption. Furthermore, the lowest Levelized 

Operational Expenditures (LCO) is accomplished with both free cooling and 

waste heat recovery when the DC is able to avoid heat injection during un-

profitable hours of high electricity prices (Price-Limit supply scenario). The 

results further indicate that injecting all the heat (i.e., All-Heat supply sce-

nario) is better from a technical standpoint, but limiting injection to specific 

hours (i.e., Price-Limit) is economically beneficial. On the other hand, both 

heat supply and LCO are concluded to be not sensitive to the change of DH 
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network temperatures. Price-Limit supply is more sensitive with the change 

in supply temperature compared to All-Heat; but from the magnitude perspec-

tive, both are not significant.  

 

To the third question, results show that the electricity price has more signifi-

cant impacts to both the heat supply and the overall KPIs than the influence 

of climate change. The presence of rising outdoor temperatures through higher 

climate conditions is existed but it’s not significant. The higher outdoor tem-

perature will lead into lower heat supply since the DHN supply temperature 

declines with the rising outdoor temperature. On the other hand, in the case of 

low electricity price, 40.18% of the annual available waste heat in DC is not 

profitable should it be injected to DHN. In the case if the electricity price is 

higher, the number goes up to 58.57%. The higher the electricity price, the 

lower the amount of waste heat that can be injected to DHN within Price-Limit 

supply because it’s more expensive to operate the heat pump than selling the 

heat itself. With the lower heat supplied to DHN, the ERF will also become 

lower, resulting into the lower reused energy in DC system. The secondary 

technical KPIs (i.e., 𝑆𝑃𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙, 𝑆𝑃𝐹𝐼𝑇, and HSPF) will also decrease accord-

ingly because of the lower heat supply. The higher electricity price has also 

greater impact to the LCO for each system configuration. The lowest LCO is 

seen in the configuration of using both waste heat recovery and free cooling, 

while the highest LCO is observed in DC’s configuration running in Business-

As-Usual (BaU) case (i.e., with neither waste heat recovery nor free cooling). 

Another conclusion obtained is that when the outdoor temperature in Stock-

holm goes above 10 ⁰C, it’s not profitable for DC owner to inject the heat, if 

one should consider heat supply method using Price-Limit scenario. This is 

because the heat price is getting lower with the outdoor temperature being 

higher. When the revenue from selling the heat is small during certain outdoor 

temperature and it can’t offset the electricity cost to drive heat pump compres-

sor, then there will be no heat injection to DHN with Price-Limit scenario. In 

that case, it happens when the outdoor temperature goes beyond 10 ⁰C.  

 

The thesis project has particularly proposed secondary technical KPIs to sup-

port the primary KPIs. It can be refined from the results that the conclusions 

in secondary KPIs are in-line with the primary KPIs, and so it can be used for 

the decision-making process, for the context of Data Centre operating as 

Prosumers in DHN. Future research may also be emphasized specifically on 

the techno-economic analysis of waste heat recovery from liquid-cooled DC 

technology using the newly proposed KPIs described in this project.  
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